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Abstract 
The purpose of this article is to provide a summary of linear panel data analysis in simple 

language without mathematical expression. The summary serves as a quick reference for 

many researchers who want to utilize panel data techniques in their research. The article starts 

by explaining what a panel dataset is and how it differs from time series and cross-section 

datasets. Next, it explains the main linear panel data models which are then summarized 

graphically. Panel data techniques solve two main problems: (1) omitted variable bias 

(individual-fixed effects or unobserved heterogeneity) and (2) endogeneity bias. As shown in 

Figure 1, dynamic (GMM) models and some instrumental variable (IV) models can solve 

these two problems.  
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1. Panel data 
Panel data (or longitudinal data) concern a collection of individuals, households, firms, 

countries, among others observed over time where the time dimension is usually shorter than 

the number of units (i.e., individuals, firms, etc.). For instance, if we collect income and other 

information from 200 people in a country for the period 2019–2022, we get a total of 800 

(200 x 4 years) individual-year observations assuming no missing observations in the data set. 

Whenever the number of years is greater than the number of units, the data set is called time 

series or long panel. Assuming we collect the data from the 200 people only for 2019, the data 

set is called cross-section and the total observations will be 200. 

Hsiao (2014) lists advantages of panel data, over cross-section or time series, including 

control for individual heterogeneity, analysis of dynamic adjustments, more accurate 

estimates due to availability of more informative data, more degree of freedom and less 

multicollinearity, among others. For details, read Hsiao (2014) and Baltagi (2021). 

 

2. Panel data models 
Figure 1 below summarizes the main linear panel data models1. Generally, panel data 

techniques are utilized to address two main problems: (1) individual-fixed effects (unobserved 

individual heterogeneity, hereafter ‘heterogeneity’) and (2) endogeneity bias. Figure 1 shows 

which problem (s) each panel data model solves. Panel models are grouped into two: static 

and dynamic models. Next, static models are discussed. 

2.1 Static panel data models 

Static panel data models assume that previous values of the dependent variable or the 

independent variables have no influence on current values of these variables. Thus, issues 

such as simultaneity or reversed causality are not taken into consideration. Some static models 

(IV-models in Figure 1) can solve endogeneity problem using standard instrumental variable 

(IV) regression technique and others (non-IV models in Figure 1) just solve only 

heterogeneity problem. The latter models are presented next. 

2.1.1 Non-IV models 

These models are employed when there is no endogeneity bias to address in the research.  

Fixed effects model: The fixed effects (FE) model assumes that heterogeneity is correlated 

with the independent variables and must be removed. Thus, the FE model is designed to solve 

this heterogeneity problem by mean-differencing transformation (Cameron & Trivedi, 2022).  

Random effects model: Random effects (RE) model assumes that heterogeneity is 

uncorrelated with the independent variables, hence, the original RE model does not solve 

heterogeneity problem. However, other versions of RE model do solve heterogeneity bias.  

Mundlak correction model: Mundlak (1978) utilizes RE technique to solve heterogeneity 

problem by adding binary indicators (individual dummies) in the model.  

 
1 For details, read Baltagi (2021) and Cameron & Trived, (2022). 
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Extended Mundlak correction model: Wooldridge (2021) extends the Mundlak model by 

adding time-fixed effects (time dummies) in the model, making it a two-way error component 

model which yields estimates similar to two-way FE model.  Next, IV models are discussed. 

2.1.2 Instrumental variable (IV) models 

IV models address endogeneity problem by assuming that external instruments exist and 

should be used to solve the problem. The instruments are considered external because they do 

not form part of the list of independent variables in the model specification.  

Fixed effects model: solves heterogeneity and endogeneity problems.  

Random effects model: regular RE model solves only endogeneity problem. 

Hausman-Taylor model: Hausman and Taylor (1981) model assumes that: (1) heterogeneity 

bias is uncorrelated with some independent variables (i.e., exogenous variables), and (2) 

values of exogenous independent variables in other periods (e.g., 𝑡+1) than the current period 

can be used as instruments. Thus, Hausman-Taylor (HT) model utilizes RE and IV techniques 

to solve heterogeneity and endogeneity problems.  Figure 2 summarizes HT model. Next, 

dynamic panel models are discussed. 

 

2.2 Dynamic panel data models 

Dynamic models assume that previous values of the dependent variable or the independent 

variables have influence on current values. Thus, issues such as reversed causality are 

considered using generalized method of moments (GMM). Dynamic models solve both 

heterogeneity and endogeneity problems.  

2.2.1 Difference GMM 

Arellano and Bond (1991) model accounts for endogeneity problem by subtracting last year’s 

value of a variable from the current year’s value. The new (differenced) equation is then used 

in the regression analysis where instruments are employed. However, the first-differencing 

transformation creates more gaps in the dataset, making the method not suitable for 

unbalanced panel because it leads to more data losses (Roodman, 2009). 

2.2.2 System GMM  

System GMM, based on Arellano and Bover (1995) and Blundell and Bond (1998), utilizes 

two sets of equations: (1) the original equation and (2) a transformed equation either via first-

differencing or forward orthogonal deviations transformations (Roodman, 2009). By using 

two equations, more instruments are employed in System GMM, hence, it is more robust than 

Difference GMM.  

Differencing transformation: First differencing is explained above; the differenced equation 

and the original equation are used in the System GMM regression.  

Orthogonal forward deviation transformation. This approach subtracts the average of all 

future available observations of a variable from current year’s value (Roodman, 2009). The 

new equation and the original equation are utilized in the System GMM regression. This 

approach minimizes data loss in unbalanced panel. 
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Figure 1: Panel data models 
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Figure 2: Hausman and Taylor model 
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