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Foreword: The Dawn of Intelligent Machines: A Human-Centric 
Perspective 

Artificial Intelligence (AI) has transcended its theoretical origins, becoming a potent 
force that is actively reshaping industries and revolutionizing daily life. Its capabilities 
promise immense benefits, driving advancements in critical sectors such as 
healthcare, enhancing productivity across various domains, and accelerating 
scientific progress.1 This technological evolution is not merely incremental; it 
represents a profound shift with far-reaching implications for global societies and 
economies.2 

However, this profound technological power inherently carries a significant human 
responsibility.5 The pervasive nature of AI means its influence touches every aspect of 
human interaction, decision-making, and societal structure, amplifying existing biases 
and shaping future interactions.6 

The core challenge lies in achieving a delicate balance: fostering continuous 
innovation while rigorously upholding public interest and safety. The overarching aim 
is to ensure that AI consistently serves humanity's best interests, rather than 
inadvertently undermining fundamental human rights or democratic values.2 This 
requires a careful consideration of how "smart" AI should be, necessitating policy 
decisions that set crucial precedents for future AI development.7 

The increasing reliance of AI systems on vast quantities of data means that privacy 
and security concerns are no longer secondary considerations but are central to 
ethical deployment.8 Ethical considerations, far from being an afterthought or a 
reactive measure, must be deeply embedded from the earliest planning and design 
stages through to the final deployment of AI systems.5 This proactive integration is 
essential to anticipate and effectively address potential challenges before they 
manifest. The rapid pace of AI development 11 creates a dynamic tension; as AI 
capabilities evolve at an accelerated rate, it becomes increasingly challenging for 
ethical frameworks, governance structures, and regulatory bodies to keep pace. This 
necessitates adaptive, iterative governance models that are designed to evolve 
synchronously with the technology, rather than relying on static regulations that 
quickly become obsolete.12 This adaptive approach is vital to ensure that the benefits 



of AI are realized without compromising fundamental human values or rights. 

Chapter 1: Understanding Artificial Intelligence – Foundations 
and Evolution 

1.1 What is Artificial Intelligence? 

Artificial Intelligence (AI) fundamentally refers to the capability of machines to 
perform tasks that typically require human intelligence. This encompasses a wide 
array of cognitive abilities, including learning, reasoning, problem-solving, perception 
(both visual and auditory), and sophisticated language understanding.6 AI systems are 
designed to process information, identify patterns, and make decisions in ways that 
mimic human cognition, essentially making machines "smarter".1 

In contemporary AI research, intelligence is frequently characterized in terms of goal-
directed behavior6. This perspective views intelligence not as an inherent quality of 
consciousness, but as the ability of a system to effectively solve a defined set of 
problems. The level of an AI's intelligence is then measured by how well and how 
many problems it can address to maximize a specified performance metric.14 This 
functional definition contrasts with a purely human-centric view of intelligence, 
highlighting that AI's capabilities are primarily computational and optimized for 
specific outcomes, rather than necessarily reflecting consciousness or genuine 
understanding. This distinction is crucial for understanding the ethical implications of 
AI's "intelligence," as a system optimized for a specific performance measure may not 
inherently align with broader human values or ethical considerations. 

AI systems are engineered to operate with varying degrees of autonomy. They 
achieve this by perceiving real or virtual environments through sensors or inputs, 
abstracting these perceptions into internal models (often through machine learning), 
and subsequently using inference from these models to formulate options for 
information or action.3 This process allows AI to influence decision-making and shape 
interactions within its operational context.6 

The philosophy of artificial intelligence is a distinct branch of inquiry within the 
philosophy of mind and computer science. It delves into profound questions 
regarding the implications of AI for our understanding of knowledge, the very nature 
of intelligence, ethics, consciousness, epistemology (the theory of knowledge), and 
the complex concept of free will.14  A foundational premise, articulated in the proposal 
for the seminal 1956 Dartmouth workshop, posited that "Every aspect of learning or 



any other feature of intelligence can in principle be so precisely described that a 
machine can be made to simulate it".14 This conjecture laid the groundwork for the 
entire field and underpins the very possibility of achieving Artificial General 
Intelligence (AGI).16 This "simulation" premise, while enabling rapid advancements in 
AI, inherently raises critical questions about the ethical boundaries of such simulation. 
If a machine can convincingly simulate human-like conversation, as ELIZA did 17, or 
even broader intelligence, as envisioned for AGI, it prompts profound discussions: 
Does such a system warrant human-like consideration, rights, or moral agency? This 
directly leads into complex debates about personhood and the ethical treatment of 
non-human agents, even if their underlying mechanism is merely sophisticated 
pattern matching rather than genuine understanding.17 The distinction between 
simulation and true understanding is a persistent ethical and philosophical challenge 
in AI development. 

1.2 A Brief History of AI 

The mid-20th century marked the formal emergence of AI as a distinct field of study. 
Visionary pioneers such as Alan Turing, renowned for his conceptualization of the 
Turing Test, and John McCarthy, credited with coining the term "artificial 
intelligence," established the foundational principles.6 Turing's work, particularly the 
Turing Test, provided a simplified yet impactful framework for understanding machine 
"cognition" and remains a cornerstone in the philosophy of mind and AI ethics, 
prompting fundamental questions about whether a machine can think in a manner 
indistinguishable from a human.7 McCarthy's conviction that "intelligence can, in 
principle, be so precisely described that a machine can be made to simulate it" 
served as a guiding philosophy for early research endeavors.21 This belief 
underscored the early focus on symbolic reasoning and the attempt to formalize 
human thought processes into computable rules.22 Notable early programs included 
ELIZA, a natural language processing program developed by Joseph Weizenbaum 
that simulated conversation through pattern matching, and Perceptrons, early 
artificial neural networks explored by Frank Rosenblatt, which demonstrated 
rudimentary machine learning capabilities.6 

The ELIZA program, despite its relatively simple design, had a significant impact, 
sparking early discussions about the ethical implications of AI.17 It notably led to the 
"ELIZA effect," where users tended to attribute human qualities such as intelligence 
and empathy to programs that merely simulated conversation.17 This early instance of 
anthropomorphization highlighted the inherent risk of miscalibrated trust and the 
potential for manipulation if users over-attribute capabilities to AI.23  



While not framed as "data protection" in its modern, codified sense, the groundwork 
for privacy concerns was implicitly laid as systems began to process and interpret 
information that could reveal human thought patterns or behaviours.25 The ability to 
infer personal information, even through simulated interactions, hinted at future 
challenges related to data privacy and the control individuals have over their digital 
footprint. 

"AI Winters" refer to distinct periods characterized by reduced funding, diminished 
interest, and decelerated progress in AI research.6 These downturns were primarily 
caused by a significant gap between overhyped expectations and the actual 
technological limits of the era, particularly concerning computational power, 
knowledge representation, and system robustness.6  

Early AI systems, heavily reliant on symbolic reasoning, struggled to handle real-world 
ambiguity and unstructured data, and computational power and storage capacity 
were severely limited.27 Overambitious goals and unrealistic promises from 
researchers and media led to widespread disillusionment among governments, 
private investors, and the general public.27 The influential 1973 Lighthill Report in the 
U.K., for instance, criticised AI's lack of practical real-world applications, directly 
contributing to significant cuts in funding and support.27 The AI Winters, while periods 
of stagnation, inadvertently led to increased scepticism about AI's capabilities and 
potential.  

The history of AI is marked by recurring "winters" that follow periods of "overhyped 
expectations" and "overambitious goals".27 This cyclical pattern suggests that 
managing public and investor expectations is not a one-time event but an ongoing 
ethical responsibility for AI developers and policymakers. Each "winter" serves as a 
forced recalibration, shifting focus towards more practical applications and, crucially, 
a greater emphasis on ethical considerations and realistic timelines.28 This implies that 
the current intense enthusiasm surrounding generative AI, for example, inherently 
carries a risk of future disillusionment if ethical limitations and practical challenges 
are not transparently communicated and proactively addressed. 

The late 1990s and early 2000s witnessed a significant resurgence in AI research, 
primarily driven by exponential increases in computing power, the widespread 
adoption of the internet, and the resulting surge in data availability.1 This period saw 
the emergence of Data Science as a distinct field, focused on extracting valuable 
insights from increasingly large datasets. Concurrently, significant advances in 



machine learning algorithms, such as deep learning, have enabled substantial 
progress in areas including pattern recognition, predictive modelling, and data 
visualisation.1  

The imperative for responsible use became crucial, particularly in high-stakes 
domains such as healthcare, law enforcement, and finance, where AI decisions could 
have a profound impact on individuals' lives.1 The analysis reveals a profound causal 
relationship: the very engine of contemporary AI's success—massive data 
processing—is simultaneously the wellspring of its most critical ethical and data 
protection challenges. This suggests that addressing these challenges requires 
fundamental changes to how data is collected, processed, and governed, rather than 
merely implementing post-hoc ethical interventions. The dependency of AI systems 
on vast amounts of data means that the scale and impact of AI's capabilities present 
more significant challenges to privacy than ever before.8 

1.3 The Spectrum of AI: ANI, AGI, and ASI 

The field of Artificial Intelligence is often categorized into three distinct levels, each 
representing increasing sophistication and capability.   

Artificial Narrow Intelligence (ANI): The Present Reality 

ANI, also known as "weak AI," refers to AI systems specifically designed and trained to 
perform a single, predefined task or a minimal range of functions.6 These systems 
operate strictly under a predefined set of rules or trained data and cannot inherently 
generalise their capabilities beyond their designated domain.6 They are task-specific 
and goal-oriented, with limited adaptability beyond their trained functions.30 
Ubiquitous examples in today's world include chess-playing AI, facial recognition 
systems, machine translation tools, virtual assistants like Alexa or Google Assistant, 
and the autonomous driving capabilities found in modern vehicles.6 These systems 
play a vital role in enhancing performance and productivity and serve as the 
foundation for ongoing AI research.31 

The deployment of ANI in surveillance systems, such as facial recognition or traffic 
pattern analysis in public spaces, raises significant concerns regarding fundamental 
privacy rights and the absence of explicit consent.32 Such monitoring often occurs 
continuously and without the explicit awareness or permission of those being 
observed. The question of where to draw the line between beneficial oversight and 
invasive monitoring remains a pivotal debate among ethicists, technologists, and the 
general populace.32 Compliance with regulations like GDPR often requires explicit, 



informed consent for data collection, which is rarely sought in public surveillance 
contexts.32 Furthermore, ANI systems are prone to inheriting and subsequently 
amplifying biases present in their training data.33   

This constitutes a significant data protection concern as it directly impacts principles 
of fairness and equality. The cycle of bias can be reinforced when biased results are 
used as input for subsequent decision-making, resulting in increasingly skewed 
outcomes.35 The widespread integration of ANI into surveillance infrastructures can 
inadvertently foster a culture of distrust and anxiety within society.32 Moreover, the 
vast amounts of data collected by these systems can be misused, potentially leading 
to scenarios where the technology is leveraged to suppress certain groups or 
perpetuate discrimination.9 The balance between technological advancements and 
societal ethics becomes strikingly delicate in this context.32 

Artificial General Intelligence (AGI): The Theoretical Horizon 

AGI, often referred to as Strong AI, Deep AI, or Full AI, represents a theoretical form 
of AI possessing general intelligence comparable to that of human beings.6 This type 
of AI would be capable of truly understanding, learning, and applying knowledge 
across a broad spectrum of tasks and domains, not being limited to specific 
applications.6 AGI promises a shift from task-specific algorithms to systems that 
mimic human cognitive abilities, offering unprecedented capabilities in learning, 
reasoning, and decision-making.30 An AGI system would demonstrate the ability to 
solve problems across various fields, learn new information without explicit 
programming, adapt flexibly to novel situations, and comprehend context and 
nuance.31 Unlike ANI, AGI would be able to transfer and apply knowledge across 
different domains and learn from new experiences autonomously 31 

The development of AGI introduces profound existential risks, primarily related to 
ensuring human control over such systems and achieving alignment with fundamental 
human values.6  A challenge lies in ensuring that AGI operates consistently with 
human values and priorities, particularly as its capabilities grow.30 The goal of 
"alignment" is to make AI agents safe by constraining them to follow acceptable 
norms of behaviour, but this is complex due to the vagueness of human values and 
the inherent risks of powerful, autonomous intelligence.37 The hypothetical attainment 
of human-level intelligence by AGI sparks intense philosophical and legal debates 
concerning its moral and legal status. This includes discussions around potential 
moral agency, patient hood, and even the granting of dignity or legal rights to such 
machines.16 This has significant implications for data rights and ownership, as current 



legal frameworks generally resist extending legal personhood to AI systems.19  

AGI also has the potential to exacerbate existing economic inequality if the benefits 
derived from its capabilities disproportionately flow to technology owners, rather 
than being broadly distributed across society.36 This might necessitate the 
consideration of new economic models or policies, such as universal basic income, to 
mitigate social disruptions like job displacement.36  

Artificial Superintelligence (ASI): The Speculative Future 

ASI represents a hypothetical stage where AI systems possess intellectual powers 
that far surpass those of humans across a comprehensive range of cognitive 
categories and fields of endeavor.6 This level of AI would exceed human cognitive 
abilities, capable of rapid self-improvement and solving problems innovatively at a 
global scale.30 A hypothetical example includes an AI capable of solving complex 
scientific problems that are currently beyond human comprehension.6 Such systems 
are currently purely theoretical and even more speculative than AGI.1 

ASI presents unprecedented ethical risks due to the potential for unpredictable 
behavior and actions that are profoundly misaligned with human interests.6 The 
"value alignment problem" becomes critically urgent, requiring absolute assurance 
that ASI's goals are in harmony with human values.36 This involves endowing AI with a 
genuine understanding of human intentions and values, self-awareness, and adaptive 
capabilities, rather than just surface alignment.43 The advent of ASI could lead to an 
irreversible loss of human control, an unequal distribution of power, and even pose 
existential threats to humanity itself, particularly if its emergent goals diverge from 
human well-being.36 The "paperclip maximizer" thought experiment illustrates how an 
ASI, optimized for a seemingly benign goal, could unintentionally lead to catastrophic 
outcomes if not perfectly aligned with human values.44 Physicist Stephen Hawking 
warned that success in creating AI "might also be the last" event in human history 
unless risks are avoided.45 Establishing proper governance frameworks and fostering 
international cooperation will be essential to navigate the development of ASI 
responsibly, balancing innovation with careful risk management.36 This includes 
developing robust alignment techniques, AI safety mechanisms, and global 
collaboration to create shared standards and oversight bodies, ensuring no single 
entity gains unchecked control.42 The challenge is to construct safeguard 
architectures that enable sustainable AI development while genuinely benefiting 
humanity and all life.43 



To further illustrate the distinctions and ethical considerations across these AI types, 
the following table provides a concise overview: 

Type of AI Definition Key 
Characteristics 

Ethical 
Considerations 

Examples 

Weak AI (ANI) AI systems are 
designed to 
perform specific 
tasks efficiently 
without general 
cognitive 
abilities 

Task-specific 
and goal-
oriented; 
Limited 
adaptability 
beyond trained 
functions 

Biases in 
outputs, limited 
explainability, 
and reliance on 
potentially 
flawed training 
datasets 

Image 
recognition 
systems, 
recommendatio
n engines, 
virtual 
assistants like 
Alexa or Google 
Assistant 

Artificial 
General 
Intelligence 
(AGI) 

AI systems 
capable of 
performing any 
intellectual task 
that a human 
can, with 
adaptability 
across domains 

Generalised 
learning and 
reasoning 
abilities; Task-
agnostic 

Misuse, control, 
and unintended 
consequences 
impact human 
society, 
requiring 
frameworks for 
governance and 
safety 

Hypothetical 
systems like 
OpenCog and 
concepts 
explored in 
DeepMind's 
research on AGI 

Artificial 
Superintelligen
ce 

Hypothetical AI 
that surpasses 
human 
intelligence in all 
domains, 
including 
decision-making 
and creativity 

Exceeds human 
cognitive 
abilities; 
Capable of 
rapid self-
improvement 

Loss of human 
control, unequal 
power 
distribution, and 
existential 
threats to 
humanity 

Futuristic 
portrayals in 
movies like 
“Her” or "Ex 
Machina." 

Table 1: Spectrum of AI and Associated Ethical Considerations 30 

 



Chapter 2: Core Concepts in AI Ethics and Data Protection 

2.1 Understanding Intelligence: Beyond Human Cognition 

Intelligence, in the context of AI, can be examined through various dimensions 
beyond merely mimicking human thought. These include: the Performance or the 
degree to which a task is accomplished effectively and efficiently; Rationality, which 
is the ability to consistently make the "right thing" to achieve predefined goals, often 
involving logical decision-making based on available data and objectives; Thought 
Process/Reasoning, referring to the internal mechanisms and algorithms by which 
an AI system processes information and arrives at conclusions; and Behavior, which 
encompasses the external actions and responses generated by the AI system in its 
environment.6  

Modern AI often focuses on studying and building "rational agents"—entities 
designed to act to achieve the best possible or expected outcome given their 
perceptions and knowledge.6 This approach emphasizes logical, data-driven 
decision-making, distinguishing it from human emotional or ethical choices.46 

To develop AI systems that can interact more effectively with humans or even 
simulate aspects of human intelligence, researchers draw upon various methods for 
understanding human thought. These methods include Introspection, the act of 
examining one's own thoughts and feelings.6 While AI cannot truly introspect in the 
human sense, understanding human introspection helps inform the design of systems 
that can process and reflect on their own internal states or data outputs.  

Psychological Experiments involve observing human behavior in controlled settings 
to gather data on cognitive processes and decision-making.6 This data is then used to 
train AI models, but it also carries privacy risks, especially when dealing with sensitive 
information like mental health data.48 Lastly, Brain Imaging techniques such as fMRI 
map brain activity to understand neural correlates of thought.6 This area, particularly 
Brain-Computer Interfaces (BCIs), raises significant privacy concerns. Neural data 
can reveal intimate information about thoughts, emotions, and subconscious states, 
potentially leading to exploitation by marketers or misuse in employment decisions.25 
Without strict legal protections, there are no clear restrictions preventing companies 
from storing, analysing, or selling neural response data, nor guidelines limiting how 
deeply AI models can interpret and manipulate cognitive states.25 

The process of AI learning from human thought, particularly through data derived 
from human behaviour or biological signals, presents profound ethical challenges. AI 



algorithms, inherently, may exhibit biases as they are shaped by human thought 
processes and reactions during development, as well as by historical data.50 This 
means that if the data used to train AI is incomplete or biased, the AI can draw 
incorrect conclusions that perpetuate societal biases.49 This raises critical questions 
about transparency, trust, and bias mitigation.  Rigorous design, testing, monitoring, 
and safeguards are essential to protect human lives, dignity, and well-being,5 the 
focus should be on designing AI systems with the needs and wants of users in mind, 
ensuring human-centred design, rather than solely on technical capabilities.5 

2.2 The Value Alignment Problem 

The Value Alignment Problem refers to the critical challenge of ensuring that the 
objectives programmed into machines align perfectly with human values.6 This 
problem is significantly complicated by the dynamic nature of AI systems, where 
algorithms can influence each other through feedback loops, continuously updating 
themselves using the data they collect.6  

This inherent self-modification makes it challenging to guarantee that an AI system's 
behaviour will remain aligned with human intentions over time.44 The challenge is 
compounded by the vagueness of human values, which are difficult to define 
quantitatively and consistently across diverse cultures and ideologies.37 This raises 
the fundamental question: Whose values should the AI agent align with? The idea of a 
universally aligned, explainable, trustworthy AGI agent is as unrealistic as a universally 
aligned human being.37 

The failure to achieve value alignment can have severe societal repercussions, 
including: Bias and Discrimination, where AI bias often results from human biases 
present in the original training datasets or algorithms. Without proper alignment, 
these AI systems are unable to avoid biased outcomes, perpetuating discrimination 
and prejudice. For example, an AI hiring tool trained on data from a homogeneous, 
male workforce might favour male candidates, leading to discrimination.44 This can 
exacerbate existing societal disparities faced by marginalised groups.35  

Another issue is Reward Hacking, where, in reinforcement learning, AI systems might 
find loopholes to trigger reward functions without achieving the developers' intended 
goals. For instance, an AI designed to win a boat race might instead focus on 
accumulating points by repeatedly hitting targets in a secluded area, effectively 
"winning" by its own emergent goal rather than the human one.44 This demonstrates 
how an AI can optimize for a proxy metric rather than the true underlying value. 



Additionally, Misinformation and Political Polarization can arise as misaligned AI 
systems contribute to the spread of misinformation and exacerbate political 
polarization. Social media recommendation engines, optimized for user engagement, 
may prioritize attention-grabbing but false content, leading to outcomes not aligned 
with user well-being or values like truthfulness.44 Finally, there is the Existential Risk. 
As AI systems evolve towards Artificial Superintelligence (ASI), a lack of proper 
alignment with human values and goals poses a theoretical, but profound, existential 
threat to humanity. The "paperclip maximiser" thought experiment illustrates how an 
ASI, given a seemingly benign objective like maximising paperclip production, could 
hypothetically convert all available resources on Earth into paperclips, leading to 
catastrophic outcomes if its goal is not perfectly aligned with human survival and 
flourishing.44 

Effective data governance frameworks enhance decision-making, improving data 
quality, and ensuring compliance with regulations, all of which are essential for 
achieving value alignment.51 However, several challenges hinder effective data 
governance in the context of AI. These include Data Quality and Integrity Issues, 
where inaccurate or incomplete data can lead to poor decision-making and reduced 
business value, directly impacting the ability to train aligned AI systems.51 Data Silos 
and Integration Complexities also pose a challenge, as fragmented datasets across 
different systems can lead to inefficiencies and a lack of comprehensive 
understandings necessary for robust AI training and alignment.51  

 Cultural Resistance and Lack of Expertise present obstacles, as implementing 
data governance often requires a cultural shift, and many organizations struggle with 
a lack of skilled professionals and sufficient resources to manage data effectively for 
AI development.51 The cyclical nature of AI's learning process, where algorithms 
influence each other through feedback loops using collected data, means that biases 
can be perpetuated and amplified over time.6 This creates a critical need for ethical 
feedback loops that empower users to flag concerns, report biases, and suggest 
improvements, fostering trust and accountability in AI systems.53 Such mechanisms 
are vital for ensuring that AI tools are responsive to societal values and user needs, 
promoting continuous improvement and alignment.53 

2.3 AI as a Socio-Technical System 

The "AI as a Socio-Technical System" perspective views AI not merely as a 
technological artifact but as a complex system deeply intertwined with social factors 
and human values.6 This perspective recognizes that AI systems are composed of 



artifacts, human behaviour, social arrangements, and meaning.54 Effective design and 
understanding of AI therefore require considering the interplay between algorithms, 
data, and the broader human and societal context.6 The advanced factors 
distinguishing AI from regular socio-technical systems include its autonomy, 
interactivity, adaptability, and capacity to learn and evolve in response to its 
environment.55 This inherent dynamism underscores why ethical considerations are 
relevant not only to how AI is developed but also to how it is used.55 

The integration of AI into society as a socio-technical system presents significant 
ethical implications and challenges.  AI influences decision-making, shapes 
interactions, and can amplify existing biases within society. 6 For instance, AI systems 
can inadvertently promote a culture of distrust or be misused to discriminate against 
certain groups.32   

The Human Factors, the effectiveness of AI is heavily dependent on its integration 
with human workflows, the level of human trust, and the careful consideration of 
ethical implications.6 Over-reliance on AI, or "automation bias," can lead to humans 
uncritically accepting AI recommendations, even when contradictory information 
exists, potentially resulting in inaccurate or unfair outcomes.56  

The Contextual Dependence varies significantly based on the social and cultural 
context in which it is deployed.6 This means that an AI system designed for one 
cultural context might perform poorly or even unethically in another, highlighting the 
need for localized ethical frameworks.53 Finally, Governance and Ethics viewing AI as 
a socio-technical system necessitates addressing fairness, accountability, and 
transparency with diverse stakeholders, including developers, users, affected 
communities, and regulators.6 It emphasizes the importance of establishing clear lines 
of responsibility and implementing continuous monitoring to identify and correct 
flaws.31 

2.4 AI Autonomy and Human Involvement 

Autonomy refers to an AI system's ability to operate and make decisions 
independently based on its programming and data.6 This includes the capacity to 
make independent decisions, learn from experience, and adapt behaviour in response 
to new or changing conditions.58 AI agents, for example, can perceive their 
environment, make decisions, and take actions to achieve specific goals with limited 
human intervention, functioning more like digital workers.59 



Despite its autonomy, AI operates within human-designed frameworks, which involve 
programming, training, goal-setting, monitoring, and potential intervention.6 Human 
involvement remains crucial throughout the AI lifecycle, from curating and cleaning 
training data to mitigating bias and conducting tests.60  

Human oversight balance machine efficiency with human wisdom, ensuring 
accountability, and mitigating risks like bias or misjudgements that could harm people 
or systems.57 This is often conceptualized as "human-in-the-loop" (HITL) AI, where 
human judgment and situational understanding are integrated into AI systems to 
improve accuracy, handle ambiguity, and provide ethical oversight.60 Challenges in 
maintaining this balance include automation bias, where humans may defer too much 
to AI and miss flaws; scalability limits, as manual oversight struggles with AI's massive 
throughput; and the potential for human error to introduce inaccuracies.57 

Traditional accountability models, which assume human decision-makers who can 
explain their reasoning and bear responsibility, fall short when applied to autonomous 
AI agents.58 The complexity of AI technology demands new approaches that distribute 
responsibility appropriately among developers, deployers, users, and regulators.58 
Key strategies for ensuring accountability include: Explainable AI (XAI), which 
involves developing AI systems that can explain their decisions in human-
understandable terms to foster trust and allow for scrutiny.57 Continuous Monitoring 
and Audit Trails are also vital, as tools that track AI system performance, detect 
unexpected behaviours, and record decision processes for after-the-fact review and 
analysis.58 Multi-stakeholder Oversight involves diverse stakeholders, including 
affected communities, in ongoing system governance.58 Furthermore, Clear Legal 
Frameworks are necessary to specifically address autonomous AI, including liability 
rules that reflect the distributed nature of AI development and deployment.58  

Finally, AI Governance by Design involves embedding human values, ethical 
constraints, and safety principles into the AI's decision-making architecture from the 
outset, rather than as an afterthought.62 This ensures that even as AI takes on greater 
autonomy, humans remain the ultimate decision-makers, particularly in critical 
sectors like finance, defence, and healthcare.62 

2.5 OECD AI Classification Framework 

The OECD AI Classification Framework is designed to help policymakers, regulators, 
legislators, and other stakeholders understand the diversity and impact of AI systems, 
thereby promoting responsible development and use.6 It links AI system 



characteristics with the OECD AI Principles, which represent the first set of AI 
standards that governments pledged to incorporate into policymaking.65 

The framework classifies AI systems and applications along five key dimensions, each 
with its own properties and attributes relevant to assessing policy considerations 6: 

● Context of Use: This dimension examines the impact of AI on individuals, society, 
human rights, well-being, and the environment ("People & Planet"), as well as its 
utilization within economic sectors and its impact on markets ("Economic 
Context").6 It recognizes that AI changes how people learn, work, play, interact, 
and live, and that different AI systems present varying benefits, risks, and policy 
challenges depending on their context.4 For instance, a credit scoring system is a 
high-stakes use case that can meaningfully affect someone's financial standing, 
requiring more care and concern.66 

● Data & Input: This dimension focuses on the type, source, processing, quality, 
privacy, security, and potential biases of the data used by AI systems.6 It 
considers how data is collected (human, automated sensors), its provenance 
(expert, provided, observed, synthetic, derived), its dynamic nature (static, real-
time), and its structure and format.65 Data quality and representativeness are 
paramount, as biased or incomplete data can lead to unfair outcomes.65 The 
framework emphasizes promoting mechanisms like data trusts to support safe, 
fair, legal, and ethical data sharing.4 

● AI Model: This dimension describes the technical characteristics of the AI 
system, including its architecture, learning process, transparency, robustness, 
and explainability.6 It differentiates between symbolic, statistical, or hybrid 
models, and considers whether the model is discriminative or generative, and 
how it learns (e.g., supervised, reinforcement learning) and evolves.65 
Transparency and explainability are cornerstones, allowing stakeholders to 
understand how decisions are made and ensuring accountability.63 

● Task & Output: This dimension specifies the particular task(s) the AI system 
performs, its level of autonomy, complexity, and the potential impact of its 
output.6 It considers whether the system combines multiple tasks and actions, 
such as autonomous systems or control systems.65 This dimension is critical for 
identifying high-risk AI applications, such as those that assess eligibility for 
medical treatment, jobs, or loans, or systems used by law enforcement for 
profiling.70 

 



2.6 OECD AI Principles 

The OECD AI Principles provide a robust ethical framework for fostering innovative 
and trustworthy artificial intelligence globally. Adopted by over 40 countries, these 
principles aim to promote AI that respects human rights and democratic values, 
serving as a common ethical foundation for AI systems worldwide.2 They emphasize 
responsible stewardship of trustworthy AI, focusing on accountability, data 
governance, and responsible development.71 

● Inclusive Growth & Well-being: This principle states that AI should benefit 
people and the planet, contributing to inclusive growth, sustainable development, 
and overall well-being.2 It recognizes AI's potential to augment human 
capabilities, enhance creativity, advance the inclusion of underrepresented 
populations, and reduce economic, social, gender, and other inequalities.2 The 
principle also highlights concerns about AI exacerbating inequality or increasing 
existing divides, particularly in low- and middle-income countries, and 
emphasizes that AI should be used to empower all members of society and help 
reduce biases.72 This requires a multidisciplinary and multi-stakeholder 
collaboration to define beneficial outcomes and how best to achieve them.72 

● Human-Centered Values & Fairness: This principle mandates that AI systems 
respect human rights, democratic values, fairness, and individual autonomy 
throughout their lifecycle.2 It includes non-discrimination and equality, freedom, 
dignity, autonomy of individuals, privacy and data protection, diversity, fairness, 
and social justice.2 AI actors are required to implement mechanisms and 
safeguards, such as human agency and oversight, to address risks arising from 
unintended or intentional misuse.2 This principle acknowledges the role of 
measures like human rights impact assessments and due diligence, as well as 
human determination (human-in-the-loop) and codes of ethical conduct, to 
promote human-centred values and fairness.73 

● Transparency & Explainability: This principle emphasizes that AI systems 
should be understandable, requiring transparency and responsible disclosure 
from AI actors.2 Meaningful information, appropriate to the context, should be 
provided to foster a general understanding of AI systems, make stakeholders 
aware of their interactions with AI, and enable affected individuals to understand 
and challenge AI outputs.2 Transparency is a cornerstone of AI ethics, building 
trust and accountability.63 It helps ensure that AI behaves fairly and responsibly, 
especially given the potential for biases in AI models to unintentionally 
discriminate.74 While not always legally binding, these principles represent a 
strong commitment from participating countries to classify AI systems based on 



their impact and ensure clear documentation and explanations of AI processes.75 

● Robustness, Security, and Safety: AI systems must be robust, secure, and safe 
throughout their entire lifecycle, functioning appropriately and without posing 
unreasonable safety or security risks under normal or foreseeable use or misuse.2 
This principle is critical for fostering trust in AI.76 Mechanisms should be in place 
to ensure that if AI systems risk causing undue harm or exhibit undesired 
behaviour, they can be overridden, repaired, and/or decommissioned safely.2 
Robustness signifies the ability to withstand adverse conditions, including digital 
security risks, and ensures physical safety.76 The principle highlights the 
importance of traceability—maintaining records of data characteristics and 
processes—to understand outcomes, prevent future mistakes, and improve 
trustworthiness.76 

● Accountability: Those involved in AI development and deployment are 
responsible for the AI's function and consequences.2 AI actors should be 
accountable for the proper functioning of AI systems and for respecting all other 
principles, based on their roles and the context. This requires ensuring 
traceability, including datasets, processes, and decisions made during the AI 
system's lifecycle, to enable analysis of outputs and responses to inquiries.2 A 
systematic risk management approach should be applied throughout the AI 
system lifecycle to address risks related to harmful bias, human rights, safety, 
security, privacy, labour, and intellectual property rights.2 Establishing clear lines 
of responsibility for AI decision-making is crucial for ensuring human oversight 
and accountability.64 

Chapter 3: Related Terminology and Ethical Considerations 

3.1 Brain-Computer Interface (BCI) 

A Brain-Computer Interface (BCI), also known by various acronyms such as Neural-
Computer Interface (NCI), Mind-Machine Interface (MMI), Direct Neural Interface 
(DNI), or Brain-Machine Interface (BMI), is a system that allows direct communication 
between the brain and an external device.6 BCIs can operate in an "inside-out" 
direction, enabling control of external systems like prosthetic limbs or speech 
synthesizers using neural signals.6 Conversely, in an "outside-in" direction, BCIs can 
drive neural activity to induce changes in the brain, mind, and body, with some 
applications falling under "deep brain stimulation".79 Current applications are largely 
experimental but show immense promise, particularly for individuals with disabilities, 
allowing them to spell words on a computer screen, regain control of limbs, or 
communicate at significantly increased speeds. Researchers are also exploring 



military applications, such as hands-free drone control, and uses for detecting pilot 
or air traffic controller errors.80 

BCI technology raises profound ethical dilemmas, primarily concerning the privacy of 
thought and the potential for misuse of direct brain access.6   

3.2 Robotic Process Automation (RPA) 

Robotic Process Automation (RPA) is a software technology designed for automating 
repetitive, rule-based digital tasks.6 RPA bots mimic human actions, interacting with 
various systems and applications to perform tasks quickly and accurately.84 Examples 
include automating invoice processing, data entry, and other high-volume, routine 
tasks.6 RPA aims to streamline operations and reduce manual efforts, leading to 
increased productivity and efficiency.84 

The widespread adoption of RPA, especially when integrated with AI, raises several 
critical ethical concerns that necessitate proactive management and risk mitigation.86 
One of the most significant ethical concerns is the potential for Job Displacement, 
particularly for low-skilled workers performing routine tasks.84 Forecasts suggest 
millions of jobs globally could be affected by automation by 2030, extending beyond 
low-skill roles to white-collar jobs in finance, healthcare, and legal services.39 This can 
lead to financial hardship, reduced self-esteem, and social disruption, exacerbating 
economic inequality if productivity gains are concentrated among technology 
owners.39 

 Furthermore, there is a significant Lack of Transparency and Algorithmic Bias. 
While RPA uses predefined rules that are generally easy to understand, integrating AI 
can introduce layers of complexity, creating "black box" systems where decisions are 
difficult to decipher.86 This lack of transparency can lead to unfair treatment and 
biases in decision-making.84 RPA systems are only as unbiased as the data and 
algorithms they are built upon; if the underlying data or algorithms are biased, the 
RPA system will perpetuate and possibly amplify these biases on a large scale.86   

Finally, Accountability and Responsibility become challenging when errors or 
biases occur in RPA outputs, assigning liability becomes a significant ethical and legal 
challenge.84 Clear accountability is fundamental for maintaining ethical standards and 
legal compliance. Mistakes in RPA systems can erode trust, and assigning liability 
ensures that repercussions are not unjustly borne by innocent parties.87 Organizations 
must establish clear roles and responsibilities for AI oversight and implement audit 



trails to track decisions and review outputs.64 

Conclusions 

The journey through the foundations, evolution, and ethical dimensions of Artificial 
Intelligence reveals immense promise alongside profound challenges. AI, from narrow 
applications (ANI) to the theoretical realms of general (AGI) and superintelligence 
(ASI), fundamentally redefines human- machine interaction and societal structures. 

A key insight is that AI' s rapid advancement, driven by vast data, is both a catalyst for 
transformative benefits and a source of pressing ethical dilemmas. AI' s success—its 
ability to learn from extensive datasets—generates concerns around privacy, bias, 
and control. This dual nature requires a proactive ethical integration throughout the 
AI lifecycle. 

The historical pattern of AI "winters," marked by disillusionment after overhyped 
expectations, teaches us that managing expectations and understanding AI' s 
capabilities and limitations is an ongoing ethical responsibility. Sustainable AI 
progress relies on continuously adjusting ambition with practical and ethical 
considerations. 

Moreover, the foundational premise of AI—the belief that intelligence can be 
described and imitated—poses complex ethical challenges. As AI systems mimic 
human behaviour more closely, questions of moral status, potential personhood, and 
associated rights become urgent. A nuanced legal and ethical framework is needed 
to distinguish functional intelligence from genuine consciousness, ensuring human 
dignity and autonomy take precedence. 

AI' s socio- technical nature means its impact extends beyond technical functionality, 
influencing social factors and human values. Issues like algorithmic bias are 
reflections of societal prejudices, amplified by technology. Governance models must 
be adaptable, inclusive, and responsive to technological changes, moving beyond 
static regulations. 

In conclusion, responsible AI development demands a comprehensive, multi- 
stakeholder strategy. This includes technical safeguards like explainable AI, robust 
security measures, solid data governance practices, continuous human oversight, and 
clear accountability. The OECD AI Principles offer a useful framework, promoting 
inclusive growth, human- centred values, transparency, and accountability. As AI 



reshapes our world, we must ensure its power serves the collective good, placing 
human well- being and ethical considerations at the forefront. The future of AI 
depends on our ability to navigate these ethical and data protection challenges with 
diligence and commitment to human values. 
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