Hi and welcome to video on Forecasting. In this video we will study the concept:
1) Why do we need forecasting
2) Difference between in-sample and out-of-sample forecasting
3) One-step/multi-step/Rolling/Recursive forecast window
Let me recap what we learned so far: we took univariate time series data, visualized the same and identified presence of trend and seasonality. Then calculated ACF, pacf to identify the order of ARMA process. Finally we also looked at auto.arima. So now we have a model, what do we do with this. The next step is to use this model to generate forecast. Why forecast? The main purpose of building model is to use these models to make meaningful and accurate forecast.  The federal government would like to forecast GDP, traders are interested in forecasting the portfolio returns, and corporates are interested in forecasting the sales or profitability and keep shareholders happy. 
To understand forecasting we need to understand some key concepts. First is difference between in-sample and out-of-sample forecast. The image exhibits a good way to understand it. Assume that we have data from 2000 to 2015. We use the entire data to build our model get our estimates and use the model to forecast we call it in-sample forecast. Since we have built the model on the same data that we use to forecast we will ideally have a good forecast.  
To perform out of sample analysis we divide the data into 2 parts – the first part is called the insample data or training dataset. The second part is the out of sample or test set or holdout sample. IN the second image we divide the data into two parts. The model is trained or built on the first part and tested on the second part. There is no written rules that says How much data should be included in training and test  - usually the split is 70% as training and 30% is test or 80 / 20 .
Out-of sample analysis along with the forecast accuracy measure (discussed in next video) provides us with a good idea about the performance of our model. Some other terminologies used in forecasting are  one-step ahead which is  Forecast for the next observation only. multi-step ahead: Forecast generated for 1,2,3,… s  steps ahead.  recursive window: Under this method the initial estimation date is fixed but additional observations are added one at a time to the estimation period. Rolling window: The length of the in-sample window period used to estimate the model is fixed.
Now let us go to Rstudio and apply these concepts using R. we will install and load the forecast library for the purpose of this video.
We will first forecast 12 period ahead. Our entire data comprises of 136 observation and we have only used 124 observations to estimate the model. The remaining 12 observation are hold out sample. In the forecast function the h corresponds to the length of the forecast. 
If we look closely at the MA(4) model we observe that the forecastes employment quickly reverts to the unconditional mean after 4 periods. This is alo what we had observed when we simulated MA process and plotted the autocorrelation function. However the actual employment is below its mean and stays below the mean for the entire period whereas our forecast after 4 steps reverts to the mean. 
Now let us move to AR(2) process. In AR(2) process we observe that the forecast reverts to the mean but gradually and this is also a behavior we had observed when we simulate AR process and plotted the autocorrelation function. The 4 step ahead forecast as seen here is well below the mean. When we compare the forecast with the actual employment the values are very close to actual values.
Hi and welcome to the video on accuracy of forecast. In the previous video we learned about forecasting and terminologies used in forecast. But the question still remains how good the forecast is? Can the model be trusted for future periods in we are trying to check for the accuracy of forecast? In this video we will learn about what we mean by accuracy of forecast and different measures used to check for the accuracy.
A common input to calculating accuracy of a forecast is a forecast error. Forecast error is defined as the difference between actual value and the forecast made for that value. It is important to note that the error could be positive in which case the actual value is higher than the forecast and hence the model is underprdicting or the error could be negative in which case the forecast made for the actual value is higher than the actual value and hence the model is over predicting. If we sum up all the + and – forecast error it will be 0. Hence, many of the accuracy measures we will study will either take an absolute value or use square the error terms.
Now let us study some of the accuracy measures. The mean squared error can be used to compare forecast from two separate models and one with the least error will be considered to be more accurate. The MSE is a quadratic measure and hence is more useful when the large error are more serious than small errors. MSE is calculated using the following equation where f is the forecast value s step ahead. And the capital T is the toal sample size ( in sample + out – of sample) and T1 is the first out-of-sample forecast.  The MAE is the mean absolute average error. 
MAPE on the other hand is a relative measure. One advantage of MAPE is that it can be expressed in terms of percentages and its values are bounded by 0. The theils U metric the fb is the forecast obtained from the benchmark model. If U = 1 implies that the both the models are equally accurate whereas if U<1 implies that the model is superiror to the benchmark.  One of the limitations of the theils u is that of the benchmark model is not the same as the actual model the denominator will be 0 and U will be infinite. U is also influenced by the outliers.
[bookmark: _GoBack]Now let us go to R and see how we can calculate these accuracy measures.
  
