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PREFACE 
Denis Kessler 

President of the Federation Fram,:aise des Societes d' Assurances 

As the new century begins, the question of risk and theories as to how it should 
be understood and measured are at the forefront. We know that risks evolve, and 
that today's risks are different from those of the past. The characteristics, frequency, 
intensity and, above all, the very nature of risks are changing radically. 

If risks are becoming increasingly complex, it is because they are related to tech­
nological developments, new economic and social activities, and the aggregate effects 
of multiple factors. At the same time, risks have become more integrated, since a given 
event may have a series of consequences, giving rise to yet other risks. Risks are often 
interrelated, and sometimes the combined effect is greater than the sum of the indi­
vidual parts. Smoking poses a risk, contact with asbestos poses another, and we know 
that the combined effect of these two risks does not merely increase the threat to health 
incrementally, but also exponentially. 

The risks of today and tomorrow are also becoming more foreseeable as knowl­
edge increases and we upgrade our statistical databases. This trend poses a major 
challenge to the insurance industry. Advances in genetics and more sophisticated 
knowledge of weather patterns, for example, have an impact on insurance techniques. 

Risks are also becoming more endogenous to the behaviors of economic agents 
as we improve our understanding of such risks, as well as of the aggravating factors 
or, conversely, the preventive measures whose efficacy can be measured. A pedestrian 
who is hit on the head by a falling flowerpot is not responsible for his misfortune. A 
smoker, on the other hand, engages in behavior that greatly increases his likelihood 
of contracting a number of health problems. The risk run by the smoker can be quan­
tified and priced. 

Finally, the new risks tend to unfold more gradually, are more spread out in time 
and space, and often surface well after the causal event. This is true of environmen­
tal impairment, health risks and long-term care. Some risks are long-lasting or irre­
versible, making the analysis of appropriate preventive measures a complex matter. 
This leads us to the now famous "principle of precaution." 

Given the changing face of risks, insurance techniques must evolve radically, and 
a new paradigm of risk and uncertainty must be constructed. 

At the end of World War II, the rise of game theory and the first precepts 
of economic uncertainty theory initiated research in the field, laying the theoretical 
foundations that will be vital to the practice of insurance tomorrow. In the 1960's 
and 1970's, theoretical work in these areas made spectacular strides possible, in 
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the form of sophisticated economic risk models and the creation of new financial 
instruments. 

This theoretical body of work, enriched by developments to come, should be 
applied to the science of risk. Broken down into their smallest component parts, these 
risks can be hedged by relatively simple instruments, such as the "plain vanilla" 
options of finance. 

New and better-targeted insurance products can be designed to better meet the 
needs and expectations of economic agents while more effectively dealing with the 
issues of moral hazard and adverse selection. Consequently, the insurability of risks 
will expand significantly. 

However, this conceptual progress will not translate into better pricing of risks in 
general, and of previously uninsurable risks in particular, unless practical risk man­
agement tools and the means of relaying information are also improved. The issue of 
access to information needs to be resolved, as does the question of methods used to 
monitor both insureds and claims. 

Naturally, these changes will affect the organization and processes of the insur­
ance industry. We are likely to see broader integration of the various segments of the 
insurance offer, as the development of new risk management techniques further blurs 
the lines between various specialties and between insurance products. 

In the face of new risks, and given our ability to better understand known risks, 
the nature of insurance demand is bound to change. It will be more closely aligned 
with the desire on the part of economic agents for protection against risks, which 
appears to increase with the level of democracy and wealth. 

We can expect a strong rise in the demand for insurance on the part of corpora­
tions, which is strongly correlated to their ability to generate lasting profit. Private 
individuals are expected to demand more personalized products and greater freedom 
of choice in terms of the insurance products available to them. It is very likely that 
the days of cumbersome, constraining and uniform offers in health insurance, for 
example, are over. 

This transformation of risks and the attendant demand for insurance will ulti­
mately and necessarily lead to major changes in the insurance industry. This will be 
seen on the level of product distribution as well as organizational and strategic choices, 
in particular the relationship with banking services. 

But this transformation in the nature of risks and insurance demand will also 
affect pricing policy and risk management in insurance companies. Here again, the 
development of new risk management and diversification techniques through rein­
surance or direct access to the financial markets should offer insurers more options 
in terms of portfolio management, which will benefit end customers. 

The new generation of derivative products, indexed to meteorological data for 
example, lays the foundations of the risk management tools that will support this 
enlarged insurance offer. Not only do such products allow for better coverage of risks 
whose complexity or magnitude previously rendered them all but uninsurable, they 
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also contribute to optimizing insurance company investments, asset liability manage­
ment and accounting for underwriting cycles. 

The work accomplished by Georges Dionne and the authors who contributed to 
this project is of vital importance to anyone who is interested in the development of 
insurance. It lays the foundations of a new knowledge base-practically a new disci­
pline: that of the science of risks, which is likely to lie at the heart of our future. 



INTRODUCTION 

It was the article "Uncertainty and the Welfare Economics of Medical Care" by 
Kenneth Arrow (American Economic Review, 1963) that first drew my research atten­
tion to risk, uncertainty, insurance, and information problems. This article proposed 
the first theorem showing that full insurance above a deductible is optimal when the 
premium contains a fixed-percentage loading, provided there are no information prob­
lems. It also suggested economic definitions of moral hazard and adverse selection. 
It generated many doctoral dissertations, my own included. 

During the 1970s, different contributions proposed theorems regarding optimal 
insurance coverage, security design, and equilibrium concepts for situations with 
imperfect information. The 1980s were characterized by several theoretical develop­
ments such as the consideration of more than one period; of many contracting agents; 
of multiple risks; of non-expected utility; of commitment; and of several information 
problems simultaneously. Other economic and financial issues such as underwriting 
cycles, price volatility, insurance distribution, liability insurance crisis, and retention 
capacity were addressed by academics and practitioners during that period. Hierarchi­
cal relationships in firms and organizations and organizational forms were also studied, 
along with the pricing and design of insurance contracts in the presence of many risks. 

The empirical study of information problems became a real issue in the 1990s. 
These years were also marked by the development of financial derivative products 
and large losses due to catastrophic events. The last months of 1999 were again cat­
astrophic for South America and Europe. Alternatives to insurance and reinsurance 
coverages for these losses are now currently being proposed by financial markets. 

The aim of this book is to provide a reference work on insurance for professors, 
researchers, graduate students, regulators, consultants, and practitioners. It proposes 
an overview of current research with references to the main contributions in different 
fields. It contains twenty-eight chapters written by thirty-five collaborators who 
have produced significant research in their respective domains of expertise. It can 
be considered as a complement to the previous books I edited for the S.S. Huebner 
Foundation of Insurance Education in 1992: Foundations of Insurance Economics­
Readings in Economics and Finance (with S. Harrington) and Contributions to Insur­
ance Economics. 

Each chapter is presented with an abstract and keywords and each can be read 
independently of the others. They were (with very few exceptions) reviewed by at least 
two anonymous referees. 

HISTORY AND FOUNDATIONS OF INSURANCE THEORY 

The first chapter is concerned with history. H. Louberge relates the evolution of 
insurance research since 1973. One important message from this contribution is 
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that the significant developments of insurance economics during the last 25 years are 
exemplified by those in the economics of risk and uncertainty and in financial 
theory. 

We next turn to the foundations of insurance theory in th;: absence of informa­
tion problems. M. Machina's chapter investigates whether or not some classical results 
of insurance theory remain robust despite "departures from the expected utility 
hypothesis." His analysis covers insurance demand; deductible and co-insurance 
choices; optimal insurance contracts; multilateral risk-sharing agreements; and 
self-insurance vs self-protection. The general answer to the above question is posi­
tive although other restrictions are necessary since the technique of "generalized 
expected utility analysis" is broader than that of the classical, linear expected-utility 
model. 

C. Gollier concentrates on comparisons among optimal insurance designs. He 
shows that three significant results can be obtained without the restriction of linear 
expected utility: (1) at least one state of the world is without insurance coverage; (2) 
the indemnity schedule is deterministic; and (3) the optimal contract contains a 
straight deductible. However, the hypothesis of linear expected utility generates addi­
tional results when transaction costs are nonlinear. 

The ways in which changes in risk affect optimal-decision variables is a difficult 
and elusive research topic. The major problem is that risk aversion is not sufficient to 
predict that a decision-maker will reduce his optimal risky activity (or increase his 
insurance coverage) if an exogenous increase in risk is made in the portfolio. Usually, 
strong assumptions are needed regarding the variation of different measures of risk 
aversion or regarding distribution functions, in order to obtain intuitive compara­
tive static results. C. Gollier and L. Eeckhoudt increase the level of difficulty by adding 
a background risk to the controllable risk. They propose restrictions on first- and 
second-order stochastic dominance to obtain the desired results. They also consider 
restrictions on preferences. 

H. Schlesinger has contributed to many articles on market insurance demand, 
particularly as related to deductible insurance. He first presents the classical results 
related to changes in optimal coinsurance and deductible insurance with respect to 
initial wealth, loading (price), and risk aversion. Comparisons with self-protection and 
self-insurance are given and the basic models are extended to account for default and 
background risks. 

ASYMMETRIC INFORMATION 

The book then moves on to asymmetric information problems, which have often been 
introduced into economics and finance journals through examples of insurance allo­
cation problems. Two sections ofthe book are devoted to this subject. The first reviews 
the main results related to ex-ante and ex-post moral hazard (fraud), adverse selec-



Introduction XXIX 

tion, liability insurance, and risk classification. The second studies the empirical 
significance of these resource allocation problems. 

R. Winter extends his 1992 survey by presenting the development of optimal 
insurance under moral hazard over the past twenty-five years. He shows how the insur­
ance context manages to introduce some structural devices. For example, optimal 
insurance contracts vary when effort affects the frequency (deductible) rather than 
the severity (coinsurance above a deductible) of accidents. The author also discusses 
dynamic contracts and contract renegotiation. 

The chapter by G. Dionne, N. Doherty, and N. Fombaron proposes an extension 
of Dionne and Doherty (1992). Many new subjects are added to the classical one­
period models of Stiglitz (Monopoly) and Rothschild and Stiglitz (Competition). 
Much more attention is paid to the recent developments of multi-period contracting. 
A section on the endogenous choice of types before contracting was added and another 
one treats moral hazard and adverse selection simultaneously. Finally, the last section 
covers various new subjects related to adverse selection: risk categorization and re­
sidual adverse selection; various types of risk aversion; incomplete symmetrical infor­
mation; principals better informed than agents; uberrima fides and adverse selection 
with multiple risks. 

The literature of risk classification was strongly influenced by K. Crocker and A. 
Snow. Risk classification may increase efficiency when certain conditions are met but 
it may also introduce adverse equity in some risk classes. The authors revise the theory 
of risk classification in insurance markets and discuss in detail its implications for 
efficiency and equity. They show how the adverse equity consequences of risk clas­
sification are related to economic efficiency through their treatment of the social cost 
of risk classification. 

S. Harrington and P. Danzon study the basic relationships between liability law, 
liability insurance, and loss control. They study what implications limited wealth and 
liability have for the demand for liability insurance and accident deterrence. They 
discuss many other subjects such as correlated risks and liability insurance markets; 
liability insurance contract disputes; tort and liability insurance crises in the 1980s; 
and the efficiency of the U.S. tort liability/liability insurance system. 

Insurance fraud is now a significant resource-allocation problem in many coun­
tries. It seems that traditional insurance contracts are not efficient to control this 
problem. In fact, there is a commitment issue involved, since audit costs may become 
quite substantial for different claims. P. Picard surveys the recent development of two 
types of models: costly state verification and costly state falsification. In the second 
type, the insured may use resources to modify the claims, whereas in the first he simply 
lies. Other subjects include adverse selection; credibility constraints on anti-fraud 
policies; and collusion between policy-holders and insurers' agents. 

The empirical measurement of information problems is a recent research topic. 
Many issues are considered in the two chapters written by PA. Chiappori (11) and 
G. Dionne (12). P.A. Chiappori puts the emphasis on empirical models that test for 
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or evaluate the scope of asymmetric information in the insurance relationship, whereas 
G. Dionne discusses insurance and other markets such as labour and used cars. P.A. 
Chiappori suggests that empirical estimation of theoretical models requires precise 
information on the contract: information available to both parties on performance and 
transfers. He provides many examples of articles that approximate such conditions. 
G. Dionne concentrates his review on adverse selection and moral hazard in different 
markets. He concludes that efficient mechanisms seem to reduce the theoretical dis­
tortions due to information problems and even eliminate some residual information 
problems. However, this conclusion is stronger for adverse selection. One explanation 
is that adverse selection is related to exogenous characteristics, while moral hazard is 
due to endogenous actions that may change at any point in time. Finally, he shows 
how some insurance contract characteristics may induce insurance fraud! 

B. Fortin and P. Lanoie review the major contributions on workers compensation, 
focusing on empirical measurement of the incentive effects of different workers com­
pensation regimes. They also discuss the theoretical issues raised concerning the 
effects of such insurance on the individual's behaviour. They show how workers 
compensation can influence the frequency, duration, and nature of claims. They also 
examine what impact workers compensation has on wages and productivity. Finally, 
they show how workers compensation can be a substitute for unemployment insur­
ance, a subject on which they have contributed in the literature. 

The last paper on the empirical measurement of information problems presents 
statistical models of experience rating in automobile insurance. 1. Pinquet shows how 
predictions on longitudinal data can be performed via a heterogeneous model. He also 
offers consistent estimations for numbers and costs of claims distribution. Examples 
are given for count-data models and empirical results from the portfolios of insurers 
in France are presented. 

RISK MANAGEMENT AND INSURANCE PRICING 

Risk management in insurance is now linked to the financial management of differ­
ent risks. N. Doherty points out that the recent financial innovations in managing 
catastrophe risk may be interpreted as a response to the problem of insurance and 
reinsurance capacity brought on by the catastrophes having occurred over the last 
ten years. His chapter starts by showing why risk is costly to firms. The structure 
developed shows how reinsurance, financial instruments, insurance policy design, 
leverage management and organizational structure are linked to managing the 
different risks. 

The role of corporate insurance demand has not received much attention in the 
literature, although we observe that insurance contracts are regularly purchased 
by corporations and do have their importance in the management of corporate risk. 
The model developed by R. MacMinn and 1. Garven focuses on the efficiency gains 



Introduction XXXI 

of corporate insurance to reduce bankruptcy costs, agency costs, and tax costs. In fact, 
insurance is simply another risk management tool much like corporate hedging. 

D. Cummins, R. Phillips, and S. Smith survey the finance literature on corporate 
hedging and financial-risk management and show how it applies to insurance. They 
also present empirical results on corporate hedging. They then develop a theoretical 
model to explain why insurers manage risk. They emphasize that the main motiva­
tion is to avoid shocks to capital that may trigger liquidations. The chapter by H. 
Kunreuther examines the role of insurance in managing risks from natural disasters, 
by linking insurance to cost-effective risk mitigation measures. The author outlines 
the roles that private markets (financial, institutions, and real estate developers) and 
municipalities can play in encouraging the adoption of cost-effective risk mitigation 
measures. 

We then attack insurance pricing. Two complementary chapters treat this subject: 
the first discusses financial-pricing models, while the second introduces underwriting 
cycles. D. Cummins and R. Phillips propose a comprehensive survey of financial 
pricing for property-liability insurance and propose some extensions to existing 
models. Financial-pricing models are based on either the capital-asset pricing model; 
the intertemporal capital-asset pricing model; arbitrage theory or option pricing. Also 
presented are approaches using internal rate of return and insurance derivatives such 
as catastrophic-risk-call-spread and bonds. 

After reviewing evidence that market insurance prices follow a second-order 
autoregressive process, S. Harrington and G. Niehaus present different theories that 
try to explain the cyclical behaviour of insurance prices. Capital shocks may explain 
periods of high insurance prices, while moral hazard and/or winners-curse effects can 
explain periods of low insurance prices. The potential effects of price regulation are 
also summarized. 

INDUSTRIAL ORGANIZATION 

The section on the industrial organization of insurance markets starts off with the two 
researchers who have most influenced this area of research, D. Mayers and C. Smith. 
They stress the association between the choice of organizational structure and the 
firm's contracting costs. They analyze the incentives of individuals involved in the 
three major functions of insurance firms: the executive function, the owner function, 
and the customer function. They also examine evidence on corporate-policy choices 
by alternative organizational structures: executive compensation policy; board com­
position; choice of distribution systems; reinsurance decisions; and use of participat­
ing policies. The relative efficiency of different organizational forms are reviewed. 

Insurance distribution systems are analyzed by L. Regan and S. Tennyson. Their 
chapter focuses on three major economic issues: (1) the choice of distributive 
system(s) by an insurer; (2) the nature of insurer-agent relationships; and (3) the 
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regulation of insurance distribution activities, including regulation of entry and dis­
closure of information to the consumer. IF. Outreville studies the retention capacity 
of insurance markets in developing countries. He analyzes which factors may affect 
the aggregate-retention capacity of a country and provides statistical results obtained 
from a data base published by the United States Conference on Trade and Develop­
ment of the 1988-1990 period. 

Measuring the efficiency and productivity of financial firms is very difficult, since 
the definitions of output are multidimensional. Cummins and Weiss review the basics 
of modern frontier methodologies; discuss input and output measurement for insur­
ers; and review the significant contributions made on these topics. As pointed out by 
the authors, modern frontier efficiency and productivity methodologies represent the 
state of the art in measurement of firm performance. Measures of efficiency and pro­
ductivity based on these methods are useful in testing economic hypotheses about 
market structure, corporate governance, organizational form and other important 
topics. The measurement of efficiency and productivity also is useful in informing 
regulators about the firm's performance and in comparing performance across 
countries. So, they hope that more economists will use these methodologies for the 
insurance industry. The contribution of T. Harchaoui reviews the treatment of the 
insurance business in the system of national accounts, with a focus on measurement 
of productivity analysis. He first shows that the macroeconomics approach is very 
limited in many aspects. A more desaggregated approach allows for better under­
standing of the delineation of insurers' lines of business; the measurement of their 
activity; and their interactions with the economy. 

LIFE INSURANCE, PENSIONS, AND ECONOMIC SECURITY 

The book ends with life insurance, pensions, and economic security. It is well known 
that pension institutions face difficult years. One development, studied by 0. Mitchell, 
is that defined contribution plans are now very popular, often at the expense of pension 
benefits. This changes the risk and rewards for participants and for government 
regulators. The expenses associated with pension management have become an im­
portant issue. For the author, reforms will be necessary to restore government social 
security programs to solvency. 

B. Villeneuve analyses the micro-foundations of life insurance markets. He starts 
with the well-known life-cycle hypothesis and builds on contract theory to highlight 
the main issues in life insurance design. He shows how the trade-off between flexi­
bility and opportunistic behaviour is an equilibrium outcome of actual life insurance 
contracts. 

P. Zweifel proposes two types of reasons for the existence and growth of social 
insurance: (I) possible enhancements of efficiency and (2) public choice related to the 
interests of governments and politicians. Empirical evidence suggests that the second 
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one is significant to explain the choice between private and social insurance. It also 
shows that individuals in the United States and Gennany are subject to excess asset 
variance. Four proposals to improve the interplay between private and social insur­
ance are fonnulated. 
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The paper reviews the evolution in insurance economics over the past 25 years, by 
first recalling the situation in 1973, then presenting the developments and new 
approaches which flourished since then. The paper argues that these developments 
were only possible because steady advances were made in the economics of risk and 
uncertainty and in financial theory. Insurance economics has grown in importance to 
become a central theme in modern economics, providing not only practical examples 
to illustrate new theories, but also inspiring new ideas of relevance for the general 
economy. 

Keywords: Insurance economics, research, developments, economics of risk and 
uncertainty, insurance theory. 
JEL Classification Numbers: D80, G22. 

1.1 INTRODUCTION 

In the early seventies, some 25 ,years ago, the economics of risk and insurance was 
still embryonic. Indeed, when the International Association for the Study of Insurance 
Economics (known as the "Geneva Association") was founded in 1973, one of the 
main goals of its promoters was to foster the development of risk and insurance edu­
cation in economics curricula. In particular, there existed then a clear need to develop 
an understanding for risk and insurance issues among the future partners of the insur-

* This survey is based on a previous survey published in The Geneva Papers on Risk and Insurance­
Issues and Practices in October 1998. The revision was performed on the occasion of a visit to the Uni­
versity of Alabama, Department of economics, finance and legal studies. The support of this university is 
gratefully acknowledged. I thank Georges Dionne, Louis Eeckhoudt and Harris SChlesinger for their com­
ments on successive versions of this survey. The usual disclaimer applies. 
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ance industry. It seemed also necessary to attract the attention of economists to risk 
and insurance as a stimulating and promising research field. 

At that time, some attempts to link insurance to general economic theory had 
already been made, but they were still scarce. The books written by Pfeffer (1956), 
Mahr (1964), Greene (1971) and Carter (1972), or the one edited by Hammond 
(1968), tried to bridge the gap. (Corporate) risk management started, at least in the 
United States, to be considered seriously as a branch of study-see Mehr and Hedges 
(1963) and Greene (1973) as early references. The main obstacle was obvious: tradi­
tional economic theory was based on the assumption of perfect knowledge-with 
some ad hoc departures from this assumption, as in the theory of imperfect compe­
tition or in keynesian macroeconomics. In order to witness an integration of risk and 
insurance issues into general economics, the theory of risk had to develop and to gain 
a position at the heart of economic theory. The foundations were already at hand: the 
von Neumann-Morgenstern (1947) and Savage (1954) theory of behavior under uncer­
tainty, the Friedman-Savage (1948) application to risk attitudes, Pratt's (1964) analy­
sis of risk aversion, Rothschild and Stiglitz's (1970) characterization of increases in 
risk, and the Arrow (1953) and Debreu (1959) model of general equilibrium under 
uncertainty. These approaches had already started to bring about a first revolution in 
the study of finance, with the Markowitz (1959) model of portfolio selection and the 
Sharpe (l964)-Lintner (1965)-Mossin (1966) model of equilibrium capital asset 
pricing (the CAPM). With the benefit of hindsight, we know now that they did provide 
the starting point for the accomplishment of one of the Geneva Association's long 
term objective: the integration of risk and insurance research into the mainstream of 
economic theory. 

The purpose of this chapter is to remind the reader of the situation of insurance 
economics in 1973 (section 1.2), and to summarize its main development since then 
(section 1.3). A fourth section introduces a personal bias towards financial econom­
ics by focussing on the new approaches which resulted from the growing integration 
of insurance and finance. The fifth section concludes. Due to limitations in space and 
time, two important related topics were omitted from this survey: health economics 
and social security. In addition, life insurance is only partially covered in the fourth 
section. The discussion is mainly concentrated on risk and insurance economics issues 
as they relate to property-liability insurance. 

1.2 INSURANCE ECONOMICS IN 1973 

In 1973, the economic theory of insurance had already begun to develop on the basis 
of five seminal papers: Borch (1962), Arrow (1963), Mossin (1968), Ehrlich and 
Becker (1972) and Joskow (1973).1 All these papers were based on the expected utility 

I Note that two of these six authors, Kenneth Arrow and Gary Becker, received later the highest dis­
tinction for economic research-the Nobel Prize in economics. 
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paradigm. Following these papers, and more particularly the first two of them, a bunch 
of important papers were published. They were a signal that the elaboration of an eco­
nomic theory of risk and insurance was under way. 

1.2.1 Borch (1962) 

In his 1962 Econometrica paper "Equilibrium in Reinsurance Markets", Karl Borch 
showed how Arrow's (1953) model of general equilibrium under uncertainty could be 
applied to the problem of risk-sharing among reinsurers. But generations of econo­
mists later learned that this insurance application had far-reaching implications for 
the general economy? In 1953 Arrow had shown that financial markets provide an 
efficient tool to reach a Pareto-optimal allocation of risks in the economy. Nine 
years later, Borch's theorem3 was showing how the mechanism could be organized in 
practice. 

The main argument is the following. In a population of risk-averse individuals, 
only social risks matter. Individual risks do not really matter, because they can be 
diversified away using insurance markets (the reinsurance pool of Borch's paper). But 
social risks-those affecting the economy at large---cannot be diversified: they have 
to be shared among individuals. Borch's theorem on Pareto-optimal risk exchanges 
implies that the sharing rule is based on individual risk-tolerances (Wilson, 1968). 
Each individual (reinsurer) gets a share in the social risk (the reinsurance pool) in pro­
portion to its absolute risk-tolerance, the inverse of absolute risk-aversion. If all indi­
vidual utility functions belong to a certain class (later known as the HARA 4 class, and 
including the most widely used utility functions), the sharing rule is linear. The above­
mentioned CAPM, for long the dominant paradigm in finance theory, represents a 
special case of this general result. 

In my view, Borch's paper provides the comer stone of insurance economics. It 
may be conveniently used to show how the insurance mechanism of risk-pooling is 
part of a more global financial mechanism of risk-allocation, and how a distinction 
may nevertheless be made between insurance institutions and other financial institu­
tions.s For this reason, it may be used to clarify ideas on a hotly-debated issue: the 
links between finance and insurance (see section 1.4 below). 

In the years until 1973, Borch's seminal contribution found its main insurance 
economics extensions in the papers by Arrow (1970) and Kihlstrom and Pauly 

2 See Gollier (1992) for a review of the economic theory of risk exchanges, Dreze (1979) for an appli­
cation to human capital, and Dreze (1990) for an application to securities and labor markets. 

3 Actually, Borch's theorem was already present in Borch (1960), but the latter article was primarily 
written for actuaries, whereas the 1962 Econometrica paper was addressed to economists. 

4 HARA = Hyperbolic Absolute Risk Aversion. As noted by Dreze (\990), the linearity of the sharing 
rule follows from the linearity of the absolute risk tolerance implied by hyperbolic absolute risk aversion. 

5 The question whether or not "institutions" are needed to allocate risks in the economy was tackled 
later in the finance literature. 
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(1971).6 Arrow (1970) explicitly defined insurance contracts as conditional claims­
an exchange of money now against conditional money in the future. Kihlstrom and 
Pauly (1971) introduced information costs in the risk-sharing model: they argued that 
economies of scale in the treatment of information explain why insurance companies 
exist. In 1974, Marshall extended further this analysis by introducing a distinction 
between two modes of insurance operations: reserves and mutualization. Under the 
reserve mode, aggregate risk is transferred to external risk-bearers (investors). With 
mutualization, external transfer does not apply, or cannot apply: aggregate losses are 
shared among insureds. 

1.2.2 Arrow (1963) 

The article published in 1963 by Kenneth Arrow in The American Economic 
Review under the title "Uncertainty and the Welfare Economics of Medical Care" 
represents the second point of departure for risk and insurance economics. This 
work may be credited with at least three contributions. Firstly, the article provided, 
for the first time, what has become now the most famous result in the theory of 
insurance demand: if the insurance premium is loaded, using a fixed-percentage 
loading above the actuarial value of the policy, then it is optimal for an expected utility 
maximizing insured to remain partially at risk, i.e., to purchase incomplete insurance 
coverage. More specifically, Arrow proved that full insurance coverage above a 
deductible is optimal in this case. Secondly, Arrow also proved that, when the insured 
and insurer are both risk-averse expected utility maximizers, Borch's theorem 
applies: the Pareto-optimal contract involves both a deductible and coinsurance 
of the risk above the deductible-a result later extended by Moffet (1979) and 
Raviv (1979), and more recently generalized by Gollier and Schlesinger (1996) 
and by Schlesinger (1997) under the less restrictive assumption of risk aversion.7 

Thirdly, the paper was also seminal in the sense that it introduced asymmetric 
information into the picture. Arrow noted that transaction costs and risk aversion 
on the insurer's side were explanations for incomplete risk-transfer, but he also 
realized that moral hazard and adverse selection represented major obstacles for a 
smooth running of the insurance mechanism. By attracting the attention of econo­
mists to these problems, he paved the way to more focused work by Pauly (1968) and 
Spence and Zeckhauser (1971 )-on moral hazard-and by Akerlof (1970), on adverse 
selection. 

6 The applications of Borch's theorem in the actuarial literature are reviewed by Lemaire (1990). 
7 More precisely, Schlesinger (1997) considers one version of Arrow's theorem: the case where the 

insurer is risk neutral and the insured is risk averse (risk aversion being defined by Schlesinger as prefer­
ences consistent with second-degree stochastic dominance). In this case a straight deductible policy is 
optimal whenever the insurer's costs are proportional to the indemnity payment. 
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1.2.3 Mossin (1968) 

The paper by Jan Mossin, "Aspects of Rational Insurance Purchasing", published in 
1968 in The Journal of Political Economy, is generally considered as the seminal paper 
on the theory of insurance demand-although some of Mossin's results were also 
implicit in Arrow (1963) and explicit in another paper on insurance demand published 
the same year, but earlier, in the same journal (Smith, 1968).8 Mossin's paper is mainly 
famous to have shown: I) that partial insurance coverage is optimal for a risk-averse 
expected utility maximizer when the insurance premium is such that a positive pro­
portionalloading applies to the actuarial value of the policy;9 and 2) that insurance is 
an inferior good if the individual has decreasing absolute risk aversion (DARA). It 
was later pointed out (see below) that these strong results are respectively based on 
the implicit assumptions that the individual faces only one risk, and that the amount 
at risk is fixed (unrelated to wealth or income). 

1.2.4 Ehrlich and Becker (1972) 

In the modern theory of risk management, insurance is only seen as one of the tools 
available to manage risk. The whole set of tools may be decomposed into subsets 
according to the different steps of the risk management process. Insurance belongs to 
the set of risk-transfer tools and represents a very powerful financial mechanism to 
transfer risk to the market. Another subset corresponds to risk-prevention. Broadly, 
risk-prevention mechanisms may be classified under two headings: mechanisms 
intended to modify the probability of an event; and mechanisms intended to mitigate 
the consequences of an event. Ehrlich and Becker (1972) were the first to propose a 
rigorous economic analysis of risk prevention. They coined the terms self-protection 
and self-insurance to designate the two kinds of mechanisms and studied their 
relationship to "market insurance". For this reason, their paper may be seen as the 
first theoretical paper on risk management. Briefly, the paper provides three main 
results: 

I) In the absence of market insurance, a risk averse expected utility maximizer 
will engage into self-protection and self-insurance activities, but the optimal "invest­
ment" in these activities depends on their cost. As usual, marginal benefit (in terms 
of higher expected utility) has to be weighted against the marginal disutility brought 
about by additional costs, so that complete elimination of the risk is not optimal in 
general. 

2) Self-insurance and market insurance are substitutes: an increase in the degree 
of protection provided by the insurer induces a rational individual to reduce his invest-

8 Optimal insurance coverage using a deductible was also analyzed by Pashigian, Schkade and Menefee 
(1966) and by Gould (1969). 

9 Incomplete insurance may be obtained using a deductible or coinsurance (or both). 
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ment into activities (or behavior) aimed at reducing the consequences of the insured 
event. Of course, this result is also of importance for the theory of moral hazard (see 
section 3), but Ehrlich and Becker did not assume asymmetric information. 

3) Self-protection and market insurance may be complement or substitutes, 
depending on the sensitivity of the insurance premium to the effects of self protec­
tion. Thus, the insurer can give to the insured an incentive to engage into self­
protection activities (which reduce the likelihood of a loss) by introducing a link 
between the premium rate and the observation of such activities. This result is also of 
importance for the theory of moral hazard, and more generally for agency theory (the 
theory of relationships between an agent and a principal). 

1.2.5 Joskow (1973) 

The paper published by Paul 10skow in the Bell Journal of Economics and Manage­
ment Science under the title "Cartels, Competition and Regulation in the Property­
Liability Insurance Industry" represents the first successful attempt to submit the 
insurance sector to an economic evaluation. The paper assesses competition by ana­
lyzing market concentration and barriers to entry, it measures returns to scale, and 
discusses insurance distribution systems and rate regulation. By providing empirical 
results on these issues, it has provided a reference point for subsequent research on 
the sector. Briefly, 10skow found that the insurance industry was approximately com­
petitive, that constant returns to scale could not be excluded, and that the direct writer 
system was more efficient than the independent agency system. 

1.3 DEVELOPMENTS 

The five seminal contributions presented in the preceding section prepared the ground 
for numerous developments. These may be grouped under three main headings: the 
demand for insurance and protection, economic equilibrium under asymmetric infor­
mation, and insurance market structure. It is striking to realize that many of these 
developments are not developments in insurance economics per se. They occurred 
within the wider domain of general economics, insurance providing in some cases an 
illustration of general results, and in other cases a stimulation to search for general 
results. 10 

1.3.1 Optimal Insurance and Protection 

The observation of economic life shows that individuals generally do not insist to get 
partial coverage when they subscribe an insurance policy. As the insurance premiums 

10 The survey of developments presented in this section draws on the excellent survey of insurance eco­
nomics by Dionne and Harrington (1992). 
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are generally loaded (at least to cover insurance costs), this is however the behavior 
which would be expected from them, according to Mossin's (1968) results. Moreover, 
insurance does not seem to be empirically an inferior good. If it was, insurance com­
panies would be flourishing in the poorer nations and would be classified among the 
declining industries in the richer nations of the world. This is, again, in contradiction 
with Mossin's analysis (given that absolute risk aversion is, indeed, empirically 
decreasing). One of the seminal papers at the roots of insurance economics has thus 
led to two paradoxes, and it is interesting to observe how theory was reconciled with 
factual observation. 

The second paradox (insurance is an inferior good) did not stimulate much 
research effort. Some scholars tried to dig into the idea by exploring the conditions 
under which insurance would be not only an inferior good, but also a Giffen good: 
see Hoy and Robson (1981), and Briys, Dionne and Eeckhoudt (1989). But the inter­
est remained limited. There are probably two reasons for that. Firstly, following Arrow 
(1970), it was quickly recognized among economists that insurance is a financial 
claim. Thus it does not seem really appropriate to apply to insurance concepts which 
were derived to categorize consumption goods. Secondly, it has probably been noticed 
by most scholars that the condition under which Mossin's result obtains is not gener­
ally met in practice. Mossin assumes that the individual's wealth increases, but that 
the risky component of wealth remains unchanged. In reality, changes in wealth gen­
erally imply changes in the portion of wealth exposed to a risk of loss, and this is suf­
ficient to resolve the paradox (see Chesney and Louberge, 1986). 

The first paradox (partial coverage is optimal) has stimulated much more research 
effort. It has first been noticed that the result is not robust to changes in the pricing 
assumptions: for example, full insurance is optimal if the loading is a lump sum. I I 
Some researchers pointed out that the result was either reinforced, or did not hold, if 
the behavioral assumptions were modified: see Razin (1976) and Briys and Louberge 
(1985), or the nonexpected utility developments mentioned below. But the most inter­
esting breakthrough came from enlarging the scope of the analysis. This was made in 
the early eighties by deriving the logical conclusion from the observation that insur­
ance is a financial claim. It had been recognized for long (Markowitz, 1959) that the 
demand for financial assets should take place in a portfolio context, taking into con­
sideration imperfect correlations across random asset returns. The same kind of 
reasoning was applied to insurance by Mayers and Smith (1983), Doherty and 
Schlesinger (1983a) (1983b), Turnbull (1983) and Doherty (1984). In this portfolio 
approach, which was soon accepted as an important improvement, the demand 
for insurance coverage on one risk should not be analyzed in isolation from the other 
risks faced by the decision-maker: insurance demand is not separable, even when the 

II It is obvious that the paradox may be resolved if one introduces differential information. If the insured 
overestimates the probability (or the amount) ofloss, full insurance may be optimal, even when the premium 
is loaded with a fixed proportional factor. 
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risks are independent (Eeckhoudt and Kimball, 1992). When considering the insur­
ance demand for one risk, one has to take into account the other risks, their stochas­
tic dependence with the first risk, whether they are insurable or not, and under what 
conditions, whether some insurance is compulsory or subsidized, whether a riskless 
asset is traded, etc.: see, e.g., Schlesinger and Doherty (1985), von Schulenburg 
(1986), Kahane and Kroll (1985), Briys, Kahane and Kroll (1988), and Gollier and 
Scarmure (1994).12 Thus, assuming that correlation is a sufficient measure of depen­
dence, it may be optimal to partially insure a risk which is negatively correlated with 
an other risk, even if the premium is actuarial. Conversely, it may be optimal to fully 
insure a risk in spite of unfair pricing, if this risk is positively correlated with an other 
uninsurable risk. In a portfolio context, incomplete markets for insurance provide a 
rationale for full insurance of the insurable risks. Mossin's paradox can thus be 
resolved by changing the perspective, instead of changing the analytical model (the 
expected utility model).13 

Building on these premises, the current research program is mainly devoted to 
extend these preliminary results to more general cases of stochastic dependence. 
Several papers verify the conditions under which optimal insurance demand under 
background risk has desirable comparative statics properties, such as an increase in 
optimal insurance coverage when the insured or uninsured risks increase, or whether 
a deductible policy remains optimal under background risk: see Eeckhoudt and 
Kimball (1992), Meyer (1992), Dionne and Gollier (1992), Eeckhoudt, Gollier and 
Schlesinger (1991) (1996), Gollier and Schlesinger (1995), Gollier (1995), Gollier 
and Pratt (1996), Gollier and Schlee (1997), Tibiletti (1995), Guiso and Jappelli 
(1998), Meyer and Meyer (1998). 

Research integrating joint optimal decisions on consumption, saving and insur­
ance represents a different research program, which was addressed by Moffet (1977) 
and Dionne and Eeckhoudt (1984). The latter authors have shown that investing in the 
riskless asset is a substitute to insurance purchasing. This work was generalized by 
Briys (1988) using a continuous-time model. A related avenue of research concerns 
the joint determination of insurable asset purchases and optimal insurance coverage: 
see Meyer and Ormiston (1996) and Eeckhoudt, Meyer and Ormiston (1997) for 
recent work along this line. 

Surprisingly, research on risk prevention (self-protection and self-insurance activ­
ities) has not benefited much from progress in the theory of insurance demand. Analy­
sis has remained mainly circumscribed to the framework proposed by Ehrlich 
and Becker (1972). For example, Boyer and Dionne (1989) have shown that self-

12 On a related theme, see also Doherty and Schlesinger (J 990) for the case where the insurance con­
tract itself is risky, due to a non-zero probability of insurer default. The paper shows that full insurance is 
not optimal under fair insurance pricing and that the usual comparative statics result from the single risk 
model do not carryover to the model with default risk. 

13 These theoretical advances closely followed similar advances in the theory of risk premiums under 
multiple sources of risk: Kihlstrom, Romer and Williams (1981), Ross (1981). 
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insurance leads to stronger changes in risk than self-protection (see also Chang and 
Ehrlich, 1985). Dionne and Eeckhoudt (1985) obtained the surprising result that an 
increase in risk aversion does not necessarily result in higher self-protection, every­
thing else constant (see also Briys and Schlesinger, 1990). Dionne and Eeckhoudt 
(1988) also investigated the effects of increasing risk on optimal investment in self­
protection activities. But in contrast with most other domains of risk and insurance 
economics, the analysis was not yet replaced in a broader context. A step in that direc­
tion was nevertheless made by Briys, Schlesinger and von Schulenburg (1991) with 
their analysis of "risky risk management". 

Other work in the theory of optimal insurance concerns: 
1) The specific issues raised by the corporate demand for insurance: these issues 

will be considered in section 4 below. 
2) The extension of the expected utility model to take into account state­

dependent utility functions. One can thus introduce into the analysis important obser­
vations from reality. For example, the observation that the indemnity paid by the 
insurer cannot provide complete compensation for a non monetary loss, such as the 
loss of a child, or the observation that the marginal utility of wealth is different under 
good health and under disability: see Arrow (1974), Cook and Graham (1977) and 
Schlesinger (1984) for important papers along this line. 

3) The replacement of the expected utility model with recent generalizations, 
grouped under the heading "nonexpected utility analysis". This research program 
started recently but it has already produced several interesting results. Using the dis­
tinction between risk aversion of order 1 and risk aversion of order 2,14 Segal and 
Spivak (1990) have shown that Mossin's (1968) result on the optimality of partial cov­
erage under a loaded insurance premium does not hold necessarily if risk aversion is 
of order 1 (see also Schlesinger, 1997). Now, risk aversion of order 1 may occur under 
the expected utility model (if the utility is not differentiable at the endowment point), 
or under some generalizations of this model, such as Yaari's (1987) dual theory, or 
Quiggin's (1982) rank-dependent expected utility theory. In particular, using Yaari's 
model, Doherty and Eeckhoudt (1995) have shown that only full insurance or no insur­
ance (corner solutions) are optimal with proportional insurance, when the premium 
is loaded. 15 Karni (1992) has shown that Arrow's (1963) result on the optimality of a 
deductible policy is robust to a change in behavioral assumptions if the modified 
model satisfy some differentiability conditions, which are met by Yaari's (1987) and 
Quiggin's (1982) models. Indeed, Schlesinger (1987) has shown that this result is very 
robust to a change of model. Konrad and Skaperdas (1993) applied Ehrlich and 
Becker's (1972) analysis of self-insurance and self-protection to the rank-dependent 
expected utility model. Schlee (1995) confronted the comparative statics of deductible 

14 The orders of risk aversion. as defined by Segal and Spivak (1990), rests on the behavior of the risk 
premium in the limit, as the risk tends towards zero. 

15 This result is reminiscent of the same result obtained under Hurwicz's model of choice under risk: 
see Briys and Louberge (1985). 
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insurance in the two classes of model. So far, the most comprehensive attempt to 
submit classical results in insurance economics to a robustness test by shifting from 
expected utility to nonexpected utility can be found in Machina (1995, 2000). He uses 
his generalized expected utility analysis (Machina, 1982) and concludes that most of 
the results are quite robust to dropping the expected utility hypothesis. However, the 
generality of his conclusion is challenged by Karni (1995) since Segal and Spivak 
(1990) have shown that Machina's generalized expected utility theory is characterized 
by risk aversion of order 2. 

The demand for insurance under background risk in a nonexpected utility setting 
was analyzed by Doherty and Eeckhoudt (1995) using Yaari's (1987) dual choice 
theory. They show that an interior solution (partial insurance) may be obtained under 
proportional coverage and a loaded insurance premium if an independent background 
risk is present (full insurance remains optimal if the premium is fair). Dropping the 
independence assumption, they note that the likelihood to get a corner solution 
increases. But, qualitatively, the effects of introducing positively or negatively corre­
lated background risks are the same as under expected utility. More generally, 
Schlesinger (1997) has shown that introducing an independent background risk in a 
decision model with risk aversion does not change the predictions obtained under a 
single source of risk: full insurance is optimal under a fair premium; partial or full 
insurance may be optimal under a loaded premium; and a deductible policy remains 
optimal. 

1.3.2 Economic Equilibrium under Asymmetric Information 

The Arrow (1953) model shows that a market economy leads to a general and effi­
cient16 economic equilibrium-even under uncertainty-if the financial market is 
complete, i.e., provided the traded securities and insurance contracts make possible 
to cover any future contingency. This is an important result since it extends to the case 
of uncertainty the classical result on the viability and efficiency of a free market 
economy. 

However, as Arrow himself noticed in his 1963 article (see above), complete cov­
erage is not always available (or even optimal) in insurance markets due to various 
reasons. Among these reasons, asymmetric information has received much attention 
in the economic literature and has been generally discussed under two main headings: 
moral hazard and adverse selection. Moral hazard exists when (1) the contract 
outcome is partly under the influence of the insured, and (2) the insurer is unable to 

16 An economic equilibrium is efficient if it is Pareto optimal: it is impossible to organize a reallocation 
of resources which would increase the satisfaction of one individual without hurting at least one other indi­
vidual. The first theorem of welfare economics states that any competitive equilibrium is Pareto optimal, 
and the second theorem states that a particular Pareto optimum may be reached by combining lump sum 
transfers among agents with a competitive economic system. In an efficient equilibrium, market prices 
reflect social opportunity costs. 
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observe, without costs, to which extent the reported losses are attributable to the 
insured's behavior. Adverse selection occurs when (1) the prospective insureds are het­
erogeneous, and (2) the risk class to which they belong cannot be determined a priori 
by the insurer (at least not without costs), so that every insured is charged the same 
premium rate. Clearly, asymmetric information is a source of incompleteness in insur­
ance markets: e.g., a student cannot be insured against the risk of failing at an exam; 
a healthy old person may not find medical insurance coverage at an acceptable 
premium, etc. For this reason, a free market economy may not be efficient, and this 
may justify government intervention. 

1.3.2.1 Moral Hazard 
Economists make a distinction between two kinds of moral hazard, depending on the 
timing of the insured's action. If the latter occurs before the realization of the insured 
event, one has ex ante moral hazard, while ex post moral hazard exists when the 
insured's action is taken after the insured event. 17 

Ex ante moral hazard was studied by Pauly (1974), Marshall (1976), Holmstrom 
(1979) and Shavell (1979), among others. They showed that insurance reduces the 
incentive to take care when the insurer is unable to monitor the insured's action. 
Dionne (1982) pointed out that moral hazard is also present when the insured event 
results in non-monetary losses, for example the loss of an irreplaceable commodity. 
Quite generally, partial provision of insurance is optimal under moral hazard. More 
specifically it was demonstrated that uniform pricing is not optimal when the insured's 
behavior affects the probability of a loss. The equilibrium premium rate is an increas­
ing function of the amount of coverage purchased (non linear pricing): see Pauly 
(1974). In addition, under moral hazard in loss reduction, the optimal contract is con­
ceived such as to make the degree of coverage a non-increasing function ofthe amount 
of losses, large losses signalling careless behavior by the insured. Small losses are 
fully covered, but losses exceeding a limit are partially covered (Winter, 1992, propo­
sition 4). Shavell (1982) (1986) extended the study of moral hazard to the case oflia­
bility insurance. He showed that making liability insurance compulsory results in less 
than optimal care. 

The existence of long-term (multi-period) contracts does not necessarily mitigate 
the effect of moral hazard. Under the infinite period case, Rubinstein and Yaari (1983) 
proved that the insurer can eliminate the moral hazard problem by choosing an appro­
priate experience rating scheme that provides an incentive to take care. But the result 
does not, in general, carryover to the finite period case (Winter, 1992). In addition, 
the possibility for the insured to switch to an other insurer makes a penalty scheme 
difficult to enforce in truly competitive insurance markets, where insurers do not share 
information on prospective insureds. 

IJ Ex post moral hazard is particularly important in medical insurance, where claimed expenses are 
dependent on decisions made by the patient and the physician once illness has occurred. 



14 Handbook of Insurance 

Ex post moral hazard was first pointed out by Spence and Zeckhauser (1971), and 
studied later by Townsend (1979) and Dionne (1984). In this case, the nature of the 
accident is not observable by the insurer, who has to rely on the insured's report or 
engage in costly verification (in the limit, the moral hazard problem becomes a fraud 
problem-see Picard, 1996). MookeIjee and Png (1989) showed that random audits 
represents the appropriate response by the insurer in this situation. 

The consequences of moral hazard for the efficiency of a market economy were 
studied by Helpman and Laffont (1975), Stiglitz (1983), Amott and Stiglitz (1990) 
and Amott (1992), among others. They showed that a competitive equilibrium may 
not exist under moral hazard, and that the failure to get complete insurance coverage 
results at best in sub-efficient equilibrium. This is due to the fact that "moral hazard 
involves a trade-off between the goal of efficient risk bearing, which is met by allo­
cating the risk to the insurer, and the goal of efficient incentives, which requires 
leaving the consequences of decisions about care with the decision maker." (Winter, 
1992, p. 63). However, government intervention does not necessarily improve welfare 
in this case. This depends on government information, compared with the informa­
tion at the disposal of private insurers. Arguments may be put forward in favour of a 
taxation and subsidization policy providing incentives to avoid and reduce losses, but 
public provision of insurance does not solve the moral hazard problem (Arnott and 
Stiglitz, 1990). 

Moral hazard has become a popular theme in economics, not only because its 
presence in insurance markets results in less than optimal functioning of any eco­
nomic system, but also because it is a widespread phenomenon. As Winter (1992) 
notes, moral hazard can be defined broadly as a conflict of interests between an indi­
vidual (behaving rationally) in an organization, and the collective interest of the orga­
nization. Insurance markets provide the best illustration for the effect of moral hazard, 
but the latter is also observed in labour relationships, in finance contracts, and quite 
generally in all circumstances where the final wealth of a principal is both uncertain 
and partially dependent upon the behavior of an agent whose actions are imperfectly 
observable: for example, in a corporation, the wealth of the firm's owners (stock­
holders) is partly dependent upon the actions of the manager; in judicial procedure, 
the final outcome is partly dependent upon the efforts of the lawyers; in a team, the 
success of the team is partly dependent on the individual effort of the members, etc. 
All these situations were studied in the economic and financial literature under the 
headings of principal-agent relationships or agency theory, with close connections to 
the literature on moral hazard in insurance: in both cases, the objective is to define 
the optimal "incentive contract" to mitigate the effect of asymmetric information, and 
to study the consequences of different arrangements on deviations from efficiency: 
see Ross (1973), Radner (1981) and Grossman and Hart (1983) for canonical refer­
ences. Similarly, the consequences for general economic equilibrium of market incom­
pleteness brought about, among other causes, by moral hazard has become a central 
theme of research in economics: see, e.g., Polemarchakis (1990). On the moral hazard 
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issue, at least, developments in insurance economics were closely related to develop­
ments in general economic theory. 

1.3.2.2 Adverse Selection 
A central development in the study of adverse selection was the paper by Rothschild 
and Stiglitz (1976). This paper assumed two classes in the insured population: "good 
risks" and "bad risks". The two classes differ only with respect to their accident prob­
ability. The authors showed that a competitive insurance market does not necessarily 
reach an equilibrium under adverse selection, and that, if it does, the "good risks" 
suffer a welfare loss. More specifically, under the assumptions of the model, includ­
ing the assumption of myopic behavior by insurers (pure Cournot-Nash strategy), 
equilibrium obtains if the proportion of good risks in the economy is not "too large". 
The equilibrium situation involves the supply of discriminating contracts providing 
full insurance at a high price to the bad risks and partial coverage at a low price to 
the good risks.18 Compared to the symmetric information case, the bad risks get 
the same expected utility, but the good risks suffer a welfare loss. The policy impli­
cation of the model is that, in some circumstances, insurance markets may fail, 
and monopolistic insurance (under government supervision) may be justified as a 
second best. 19 

Extensions of the basic Rothschild-Stiglitz model are due to Wilson (1977), 
Spence (1978) and Riley (1979), who dropped the assumption of myopic behavior by 
insurers. Then, an equilibrium exists always, either as a separating equilibrium (Riley, 
Wilson), or as a pooling equilibrium (Wilson). Moreover, Spence showed that this 
equilibrium is efficient if the discriminating insurance contracts are combined with 
cross-subsidization among risk classes, the low risks subsidizing the high risks.20 
Other, more recent, extensions concern the case where the individuals face a random 
loss distribution (Doherty and Jung, 1993; Doherty and Schlesinger, 1995; 
Landsberger and Meilijson, 1996; Young and Browne, 1997), and the case where they 
are exposed to multiple risks (Fluet and Pannequin, 1997). Allard, Cresta and Rochet 
(1997) have also shown that the Rothschild-Stiglitz results are not robust to the intro­
duction of transaction costs: for arbitrary small fixed set-up costs pooling equilibria 
may exist in a competitive insurance market, and high risk individuals (rather than 
low risk individuals) are rationed. In addition, it is important to note that a separat­
ing equilibrium may be invalidated if insureds have the opportunity to purchase cov-

18 Insurance contracts are defined in terms of price and quantity, instead of price for any quantity. 
Insureds reveal their class by their choice in the menu of contracts. There is no "pooling" equilibrium, but 
a "separating" equilibrium. 

19 Stiglitz (1977) studied the monopolistic insurance case. Under asymmetric information, the 
monopolist insurer maximizes profit by supplying a menu of disciminating contracts. At the equilibrium 
situation, the high risks get some consumer surplus, but the low risks are restricted to partial insurance and 
do not get any surplus. 

20 See Crocker and Snow (1985) for a review of these models, and Dionne and Doherty (1992) for a 
survey of adverse selection. 
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erage for the same risk from different insurers. For this reason, Hellwig (1988) 
extended the model to take into account the sharing of information by insurers about 
the policyholders. 

These models were empirically tested by Dahlby (1983, 1992) for the Canadian 
automobile insurance market, and by Puelz and Snow (1994), who used individual 
data provided by an automobile insurer in the state of Georgia. Both studies report 
strong evidence of adverse selection and provide empirical support for the separat­
ing equilibrium outcome; in addition, the former study found evidence of cross­
subsidization among risk classes, whereas the latter found no such evidence. 

Other insurance devices to deal with adverse selection are experience rating and 
risk categorization. They may be used as substitutes or complements to discriminat­
ing contracts. Dionne (1983) and Dionne and Lasserre (1985) on one hand, and 
Cooper and Hayes (1987) on the other hand, extended Stiglitz's (1977) monopoly 
model to multi-period contracts, respectively with an infinite horizon and a finite 
horizon, and with full commitment by the insurer to the terms of the contract.2 ! Hosios 
and Peters (1989) extended the finite horizon case to limited commitment. In this case, 
contract renegociation becomes relevant, as information on the risk types increases 
over time. In addition, strategic use of accident underreporting becomes an issue. 

Cooper and Hayes (1987) also extended the Rothschild-Stiglitz (1976) model to 
a two-period framework. They were able to demonstrate the beneficial effect of expe­
rience rating under full commitment by insurers, even when the insureds have the 
opportunity to switch to a different insurer in the second period (semi-commitment). 
At equilibrium, the competitive insurer earns a profit on good risks in the first period, 
compensated by a loss in the second period on those good risks who do not report an 
accident. This temporal profit pattern was labelled as "highballing" by D' Arcy and 
Doherty (1990). A different model, without any commitment, and assuming myopic 
behavior by insureds, was proposed by Kunreuther and Pauly (1985). The non­
enforceability of contracts imply that sequences of one-period contracts are written. 
Private information by insurers about the accident experience of their customers allow 
negative expected profits in the first period and positive expected profits on the poli­
cies they renew in subsequent periods ("lowballing").22 More recently, Dionne and 
Doherty (1994) proposed a model assuming private information by the insurer about 
the loss experience of their customer and "semi-commitment with renegociation": the 
insured has the option to renew its contract on pre specified conditions (future premi­
ums are conditional on prior loss experience). This latter assumption seems to come 
closer to actual practices in insurance markets. They derive an equilibrium with first­
period semipooling23 and second-period separation. Their model predicts "high-

21 In the monopoly case, insureds cannot switch to an other insurer over time. 
12 In Kunreuther and Pauly (1985), the insurers have no information about the other contracts that their 

customers might write. For this reason, price-quantity contracts are unavailable. The equilibrium is a pooling 
equilibrium with partial insurance for the good risks, as in Pauly (1974). 

23 In the first period, insureds may choose either a pooling contract with partial coverage and possible 
renegociation in the second year, or the Rothschild-Stiglitz contract designed for high risks. 
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balling", since a positive rent must be paid in the second period to the high risk indi­
viduals which experienced no loss in the first period, and this is compensated by a 
positive expected profit on the pooling contract in the first period.24 Their empirical 
test based on data from Californian automobile insurers provides some support to this 
prediction: they conclude that some (but not all) insurers use semi-commitment strate­
gies to attract portfolio of predominantly low-risk drivers. In contrast, the prediction 
of "lowballing" had previously received empirical support in D' Arcy and Doherty 
(1990). 

Risk categorization, which uses statistical information on correlations between 
risk classes and observable variables (such as age, sex, domicile, etc.), was studied 
by Hoy (1982), Crocker and Snow (1986) and Rea (1992). Their work shows that risk 
categorization enhances efficiency when classification is costless, but its effect is 
ambiguous when statistical information is costly (see also Bond and Crocker, 1991). 
These results are of utmost political importance, given the ethical critics on the use 
of observable personal attributes, such as sex and race, in insurance rating. The 
problem of risk categorization is even more acute, when the personal attributes are 
not observable a priori but may be revealed to the insurer and/or the insured after 
some informational steps have been decided, as in the case of genetic diseases. 
Rothschild and Stiglitz (1997) point out that this results in a conflict between the social 
value of insurance and competition among insurers: if valuable information about 
the probability (or certainty) for the insured to suffer from a particular genetic dis­
ease can be made available, insurers will want to get this information. But this will 
result in less insurance coverage: the insureds who are virtually certain to get the 
disease will not be able to get insurance, whereas those who are revealed to be immune 
to the disease will not need insurance any longer.25 For ethical reason, it is likely that 
society will prohibit the use of genetic information by insurers to categorize risks 
(steps were already made in that direction in the USA). But this means that adverse 
selection problems will be enhanced, at least in medical insurance: as Doherty and 
Posey (1998) have shown, private testing is encouraged when test results are confi­
dential and there is a treatment option available,26 but the insurers are unable to charge 
different prices to different customers with private information about their genetic pat­
rimony. 

Like moral hazard, but to a lesser extent, adverse selection is an important 
problem beyond the domain of insurance. It is mainly encountered in labour markets, 
where the employers are uninformed about the productivity of the prospective employ­
ees, and in financial markets, where banks and finance companies lack information 
on the reimbursement prospects of different borrowers. The insurance economics lit-

24 For good risks who do not file a claim in the first period the reward takes the form of additional cov­
erage in the second period. 

25 This is an example of the well-known result that additional public information may have adverse 
welfare consequences (see, e.g., Arrow, 1978). 

26 In contrast, Doherty and Thistle (1996) find that additional private information has no value if there 
is no treatment option conditional on this information. 
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erature on adverse selection reviewed above has thus led to applications to other eco­
nomic domains: see, e.g., Miyazaki (1977) for an application to the labour market and 
Stiglitz and Weiss (1981) for an application to credit markets. Note, however, that in 
these cases, quality signalling by the informed agents represents a feasible strategy to 
circumvent the asymmetric information problem (Spence, 1973). For example, edu­
cation and dividend payments find an additional justification in these circumstances. 
In contrast, signalling does not generally occur in insurance markets: insureds do not 
engage in specific activities to signal that they are good risks. 

1.3.2.3 Moral Hazard and Adverse Selection 
As Arnott (1992) notes, only limited progress has been made in analyzing moral 
hazard and adverse selection together, and this has considerably hindered empirical 
investigation in the economics of insurance, since both problems combine in actual 
insurance markets. First attempts were made by Dionne and Lasserre (1987) in the 
monopoly case and by Eisen (1990) in the competitive case. More recently, Bond and 
Crocker (1991) pointed out that risk categorization may be endogenous if it is based 
on information on consumption goods that are statistically correlated with an indi­
vidual's risk (correlative products). Thus, adverse selection and moral hazard becomes 
related. If individual consumption is not observable, taxation of correlative products 
by the government may be used to limit moral hazard and reduce the need for self­
selection mechanisms as an instrument for dealing with adverse selection. New devel­
opments along this line may be expected. 

1.3.3 Insurance Market Structure 

Numerous studies on the insurance sector have followed the lead provided by 10skow 
(1973). The availability of data and better incentives to perform economic research 
explain that most of these studies pertain to the US market. 

- Insurance distribution systems were mainly analyzed by Cummins and 
VanDerhei (1979).27 

- Returns to scale in the insurance industry were submitted to empirical inves­
tigation by numerous authors, e.g., Doherty (1981), and Fecher, Perelman and Pestieau 
(1991). 

- The various forms of organizational structure in the insurance industry-stock 
companies, mutuals, Lloyds' underwriters-were analyzed in an agency theory frame­
work by Mayers and Smith in a series of papers: (1981), (1986) and (1988) among 
others. They verified that conflicts of interest between owners, managers and policy­
holders affect the choice of organizational form for different insurance branches (see 
also Hansmann, 1985). 

27 See, however, Zweifel and Ghermi (1990) for a study using Swiss data. 
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- The effects of rate and solvency regulation were scrutinized in numerous 
researches, such as Borch (1974), Ippolito (1979), Munch and Smallwood (1980), 
Danzon (1983), Finsinger and Pauly (1984), Pauly, Kleindorfer and Kunreuther 
(1986), Harrington (1984), Cummins and Harrington (1987), D' Arcy (1988). These 
studies were stimulated by the traditional government regulation of insurance activi­
ties, a general trend towards deregulation over the recent decades, and the consumer 
pressures for re-regulation (mainly in California) since the end of the 1980s. Dionne 
and Harrington (1992) conclude their survey of research on insurance regulation by 
noting: firstly, that "not much is presently known about the magnitude of the effects 
of regulatory monitoring and guaranty funds on default risk" (p. 32); and secondly, 
that rate regulation seems to have produced a variety of effects. It favored high risk 
groups, increased market size and encouraged insurers' exits, but nonetheless reduced 
the ratio of premiums to losses and operating expenses. 

A related avenue of research, not considered by 10skow (1973), deals with cycles 
in the insurance industry. It has been noticed in the seventies that insurance company 
profits seemed submitted to more or less regular cycles, and that this phenomenon 
was reflected in cyclical capacity and premium rates. The Geneva Associationspon­
sored one of the first investigations in this area (Mormino, 1979). The most often 
quoted papers were published later by Venezian (1985), Cummins and Outreville 
(1987), and Doherty and Kang (1988). The US insurance liability "crisis" of the mid­
eighties stimulated research in insurance cycles (see Harrington, 1988). Briefly, this 
research suggests that delays in the adjustment of premiums to expected claims costs, 
due to regulation or structural causes, are responsible for cyclical effects. Grace and 
Hotchkiss (1995) find that external unanticipated economic shocks have little effect 
on underwriting performance. 

The economic analysis of practical problems that the insurance industry has been 
facing over the past years also attracted the attention of researchers. One of these prob­
lems, the insurance of catastrophes, has become a major concern for the industry and 
the subject of intensive academic research. The major journals in the economics of 
insurance devoted recently special issues on this topic. Researchers have tended to 
take a broad view of the subject, so that the term "catastrophe" has been used to 
encompass different kinds of situations: not only natural catastrophes (like earth­
quakes, floods and hurricanes) and man-made catastrophes (such as Tchernobyl or 
Bhopal); but also socio-economic developments that result in catastrophic accumula­
tion of claims to insurers (see, e.g., Zeckhauser, 1995). The prominent example is the 
liability crisis in the United States, due to the adoption of strict producers' liability 
and the evolution in the courts' assessments of compensations to victims, as in the 
cases of asbestos, breast implants, pharmaceuticals, etc. (see Viscusi, 1995). To cope 
with the financial consequences of catastrophes, traditional insurance and reinsurance 
is often insufficient (see Kunreuther, 1996). Several researchers have advocated more 
government involvement (see, e.g., Lewis and Murdock, 1996), but others argue that 
the government has no comparative advantage to the market in providing coverage for 
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catastrophic losses (Priest, 1996). Alternative solutions may be found in financial 
innovation, either in the design of insurance contracts (see Doherty and Dionne, 1993, 
and Doherty and Schlesinger, 1998), or in the design of financial securities (see 
section 4 below), or both. 

Let us mention, finally, a topic which was not covered by 10skow (1973) and 
which does not seem to have concerned many researchers: the issues raised by inter­
national insurance trade. Research on this topic remained relatively limited and con­
centrated in Europe: see Dickinson (1977) for an early reference and Pita Barros 
(1993) for a more recent analysis. 

1.4 NEW APPROACHES: FINANCE AND INSURANCE 

Apart from the tremendous developments summarized in the preceding section, risk 
and insurance economics has witnessed a major re-orientation in the 1970s and 1980s: 
insurance has been analyzed more and more in the general framework of financial 
theory. This change of perspective was implicit in the definition of Arrow (1970): 
"insurance is an exchange of money for money". It was also foreshadowed by the 
recognition that insurers were financial intermediaries (Gurley and Shaw, 1960). It 
became soon impossible to maintain a dichotomy in the analysis of the insurance firm: 
insurance operations on one hand, financial investment on the other hand. As a result, 
insurance research became deeply influenced by advances in the theory of finance. 
The more so that finance underwent a major revolution in the 1970s, with the devel­
opment of option theory, and that this revolution stressed the similarity between 
insurance products and new concepts due to financial innovation (e.g., porifolio 
insurance).28 

1.4.1 Portfolio Theory and the CAPM 

The influence of portfolio theory on the analysis of insurance demand was mentioned 
in the preceding section. But this theory had also a profound influence on the theory 
of insurance supply. It was soon recognized that financial intermediaries could be ana­
lyzed as a joint portfolio of assets and liabilities (Michaelsen and Goshay, 1967), and 
this global approach was applied to insurance company management. Under this view, 
insurers have to manage a portfolio of correlated insurance liabilities and investment 
assets, taking into account balance sheet and solvency constraints, and there is no jus­
tification for separating the operations in two distinct domains: what matters is the 
overall return on equity (see Kahane and Nye, 1975, and Kahane, 1977).29 

28 The similarity between option contracts and insurance policies was stressed by Briys and Louberge 
(1983). 

29 See also Louberge (1983) for an appl ication to international reinsurance operations, taking foreign 
exchange risk into account, and MacMinn and Witt (1987) for a related model. 
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This way of looking at insurance operations led to a theory of insurance rating, 
reflecting the move observed a decade earlier in finance from portfolio theory to the 
capital asset pricing model. Applying this model to insurance, it turns out that equi­
librium insurance prices will reflect the undiversifiable risk of insurance operations. 
If insurance risks are statistically uncorrelated with financial market risk, equilibrium 
insurance prices are given by the present value of expected claims costs (in the absence 
of transaction costs). If they are statistically correlated, a positive or negative loading 
is observed in equilibrium. The model was developed by Biger and Kahane (1978), 
Hill (1979) and Fairley (1979). It was empirically evaluated by Cummins and Har­
rington (1985). It was also applied to determine the "fair" regulation of insurance 
rating in Massachussets (Hill and Modigliani, 1986).30 

1.4.2 Option Pricing Theory 

A main limitation of the capital asset pricing model is that it does not take into account 
non linearities arising from features such as limited liability and asymmetric tax 
schedules. These aspect are best analyzed using option pricing theory, since it is well 
known that optional clauses imply non linearities in portfolio returns. Doherty and 
Garven (1986) and Cummins (1988) analyzed the influence of limited liability and 
default risk on insurance prices, while Garven and Louberge (1996) studied the effects 
of asymmetric taxes on equilibrium insurance prices and reinsurance trade among 
risk-neutral insurers. A major implication of these studies is that loaded premiums are 
not only the reflect of transaction costs and asymmetric information, or insurers' risk 
aversion. They reflect undiversifiable risk arising from institutional features, and they 
lead to prices implying risk-sharing in equilibrium, even when market participants are 
risk neutral. 

The importance of option theory for the economics of insurance has also been 
recently observed in the domain of life insurance. This resulted from the fact that com­
petition between insurers and bankers, to attract saving, has led to the inclusion of 
numerous optional features (hidden options) in life insurance contracts. Advances 
in option theory are thus currently often used to value life insurance contracts 
(see, e.g., Brennan and Schwartz, 1976, Ekern and Persson, 1996, and Nielsen and 
Sandmann, 1996), or to assess the effects of life insurance regulation (Briys and 
de Varenne, 1994). 

1.4.3 Insurance and Corporate Finance 

The portfolio approach to insurance demand led to a paradox when applied to cor­
porations. The latter are owned by stockholders who are able to diversify risks in a 

30 Myers and Cohn (1986) extended the model to multi-period cash flows, while Kraus and Ross (1982) 
considered the application to insurance of the more general arbitrage pricing theory. 
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stock portfolio. If insurance risks, such as accident and fire, are diversifiable in the 
economy, the approach leads to the conclusion that corporations should not bother to 
insure them. They would increase shareholders' wealth by remaining uninsured 
instead of paying loaded premiums (Mayers and Smith, 1982).31 The paradox was 
solved using the modern theory of corporate finance, where the firm is considered as 
a nexus of contracts between various stakeholders: managers, employees, suppliers, 
bondholders, banks, stockholders, consumers, etc. Reduction of contracting and bank­
ruptcy costs provides an incentive to manage risk and to purchase insurance, even if 
the premium is loaded and the shareholders are indifferent to insurance risk: see Main 
(1982) and Mayers and Smith (1982) (1990). In addition, convex tax schedules arising 
from progressive tax rates and incomplete loss offset offer another explanation for 
concern with insurance risk management in widely-held corporations: see Smith, 
Smithson and Wilford (1990). 

However, as Doherty (1997) notes, these considerations have changed the rela­
tionship of corporate managers to insurance and risk management. The latter are no 
longer merely used because risks arise. They must find their justification in the overall 
objective of value maximization. In addition, the development of financial engineer­
ing in the 1980 's challenged traditional insurance strategies in corporate risk man­
agement.32 Traditional insurance strategies often involve large transaction costs, and 
they fail if the risk is not diversifiable, as in the case of the US liability crisis. For this 
reason, innovative financial procedures, such as finite risk plans and financial rein­
surance, represent promising instruments for dealing with corporate risks. Of course, 
they widen the competitive interface between banks and insurers. 

The theory of corporate finance was also used by Garven (1987) to study the 
capital structure decision of the insurance firm. His paper shows that redundant tax 
shields, default risk, bankruptcy costs and the above-mentioned agency costs influ­
ence the insurer's capital structure decision. But here also, as Doherty (1997) remarks, 
insurers' management has been deeply influenced by developments in the financial 
markets. The concept of asset-liability management, which has its roots in the port­
folio approach mentioned above, means that insurers are less relying on reinsurance 
as the natural instrument to hedge their risks. This is all the more important that devel­
opments in the financial markets in the 1990 's have seen the emergence of derivative 
products intended to complement traditional reinsurance treaties. 

31 The same kind of argument was used by Doherty and Tinic (1981) to question the motivation of rein­
surance demand by insurers. 

32 Note that the term "risk management" has lost the insurance connotation that it had until the 1970's. 
In the economic and financial literature, it is nowadays more commonly associated with the management 
of financial exposures, using derivative instruments, than with the management of "pure" risks, using risk 
prevention and risk transfer instruments such as insurance. When one uses the term "risk management" 
now, it is often necessary to make clear whether one intends to mean "corporate risk management" or 
"financial risk management". This distinction will tend to become obsolete with the import of financial risk 
management strategies in the area of corporate risk management. 
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1.4.4 Insurance and Financial Markets 

In 1973, the insurance/banking interface was a sensitive subject. It was generally not 
well-considered, in the insurance industry, to state that insurance was a financial claim 
and that insurers and bankers performed related functions in the economy. Twenty­
five years later, and after numerous recent experiences of mergers and agreements 
between banks and insurers, the question is not whether the two activities are closely 
related, but where do they differ. 

It is easy for an economist of risk and insurance to provide a general answer to 
this question. The answer is founded on Borch's mutuality principle (see section 2) 
and on subsequent work on risk-sharing. Insurance and banking, like all financial 
activities, are concerned with the transfer of money across the two-dimensional space 
of time and states of nature. Insurance deals mainly-but not exclusively (see life 
insurance )-with transfers across states that do not necessarily involve a change in 
social wealth. In contrast, banking and financial markets perform transfers across 
states which often involve a change in social wealth. In other words, insurance is con­
cerned with diversifiable risk; banks and finance companies (e.g., mutual funds) are 
concerned with undiversifiable (social) risk. 

This kind of distinction has been used before to draw a line between private and 
public (social) insurance. According to this view, social insurance is called for when 
the limits of private insurability are reached in the sense that the insured events are 
positively correlated, so that diversifiability does not obtain: epidemic diseases, losses 
from natural catastrophes, unemployment, etc.33 But, in the absence of redistributive 
concerns or of market incompleteness due to moral hazard, it becomes more and more 
obvious that financial markets are able to perform social insurance functions, in addi­
tion to their traditional function of sharing production risk. 

A case in point is the evolution in the natural catastrophes branch of insurance. 
As a matter of fact, since losses from natural catastrophes are correlated, they should 
be excluded from the private insurance area. Nonetheless, private insurance compa­
nies used to cover this risk because geographical dispersion seemed possible using 
the international reinsurance market. However, over the last years, the private insura­
bility of this risk has been challenged by various developments: an increased fre­
quency of hurricanes/4 huge losses, and a concentration of insured values in selected 
exposed areas of the globe: the USA (mainly California and Florida), Japan and 
Western Europe (mainly the South). As a result, potential losses have exceeded the 
financial capacity of the catastrophe reinsurance market (see Kielholz and Durrer, 
1987). One possible solution to the insurability problem is the traditional recourse to 

33 Public insurance may also be justified on equity considerations, e.g., in medical insurance. 
34 It remains to be seen whether this increased frequency is due to permanent changes (due to global 

warming of the atmosphere), or whether it represents a temporary phenomenon (with no departure from 
randomness in the long run). 
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government insurance using increased taxation. This is the solution which was adopted 
in France (Magnan, 1995): a reserve fund financed by specific taxes on property­
liability insurance contracts indemnifies victims from natural catastrophes. Another 
solution is the securitization of the risk using special purpose derivative markets. This 
is the solution proposed by the Chicago Board of Trade with the catastrophe options 
and futures contracts launched in December 1992: see D'Arcy and France (1992) and 
Cummins and Geman (1995) for an analysis of these contracts.35 A third solution 
is the securitization of the risk using more familiar securities, such as coupon bonds, 
issued by a finance company (on behalf of an insurer), or by a public agency (on behalf 
of the State): see Briys (1997), and Louberge, Kellezi and Gilli (1999) for a pre­
sentation and analysis of insurance-linked bonds. The marketing of these new 
insurance-based securities is based on the huge pool of financial capacity provided by 
worldwide capital markets and the prospects for risk diversification made available to 
investors in these securities. It illustrates the increased integration of insurance and 
investment banking, both activities performing a fundamental economic function, the 
transfer of risks. 

1.5 CONCLUSION 

In the early seventies', it was not clear what would be the development of risk and 
insurance economics over the years to come. 25 years later, it is comforting to realize 
that considerable developments have taken place: the length ofthe reference list below, 
unconventionally divided in pre-1973 and post-1973 references gives an account of 
the quantitative aspects of these developments. 

As this paper shows, the developments have mainly taken place along three 
avenues of research: 

1. The theory of risk-taking behavior in the presence of multiple risks, which 
encompasses the theory of optimal insurance coverage, the theory of optimal portfo­
lio investment, and the theory of optimal risk prevention. 

2. The issues raised by asymmetric information for contracts design and market 
equilibrium, a theme which extends beyond insurance economics and concerns all 
contractual relations in the economy, e.g., on labour markets, products markets and 
financial markets. 

3. The applications of new financial paradigms, such as contingent claims analy­
sis, to the analysis of insurance firms, insurance markets and corporate risk manage­
ment, a development which links more closely insurance economics to financial 
economics, and insurance to finance. 

35 The early options and futures on four narrow-based indices of natural catastrophes were replaced in 
October 1995 by call spreads on nine broad-based indices. Lewis and Murdock (1996) propose to have the 
same kind of contract supplied by Federal authorities, in order to complete the reinsurance market. 
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Risk and insurance economics represents nowadays a major theme in general 
economic theory. This does not mean that risk and insurance education, per se, has 
become a predominant theme-although important developments took place also at 
this level. But risk and insurance issues have become pervasive in economic educa­
tion, more particularly in microeconomics. To support this statement, one may verify 
in the second section of the following list of references that many important papers 
for the advancement of risk and insurance theory were published in general economic 
and financial journals, and not only in the leading specialized reviews. Indeed, given 
that this goal of the seventies' was reached, it may be wondered whether an other 
objective, the development of specialized risk and insurance education and research, 
which had been given less importance then, should not be reevaluated today. From 
the experience with the tremendous research activity we have witnessed in the study 
of financial markets over the past years, we are allowed to infer that specialized 
research in insurance economics would receive a major impulse from the creation of 
complete, reliable and easily accessible insurance data bases. 
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This chapter uses the technique of "generalized expected utility analysis" to explore 
the robustness of some of the basic results in classical insurance theory to departures 
from the expected utility hypothesis on agents' risk preferences. The areas explored 
include individual demand for coinsurance and deductible insurance, the structure of 
Pareto-efficient bilateral insurance contracts, the structure of Pareto-efficient multi­
lateral risk sharing agreements, and self-insurance vs. self-protection. Most, though 
not all, of the basic results in this area are found to be quite robust to dropping the 
expected utility hypothesis. 
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2.1 INTRODUCTION 

The purpose of this chapter is to explore what the classical theory of insurance and 
non-expected utility theory might have to contribute to each other. 

For the benefit of readers more familiar with insurance theory than with non­
expected utility, we begin by describing what non-expected utility risk preferences 
are, along with some ways-both algebraic and graphical-to represent and analyze 
them. The first point to be made is that non-expected utility is not an alternative to 

* This chapter is an expanded version of Machina (1995), which was presented as the Geneva Risk 
Lecture at the 21st Seminar of the European Group of Risk and Insurance Economists ("Geneva Associa­
tion"), Toulouse, France, 1994. I have benefited from the comments of Michael Carter, Georges Dionne, 
Christian Gollier, Peter Hammond, Edi Kami, Mike McCosker, Garey Ramey, Suzanne Scotchmer, Joel 
Sobel, Alan Woodfield and anonymous reviewers. Support from the National Science Foundation Eco­
nomics Program and Decision, Risk and Management Science Program (Grants SES 92-09012 and SBR-
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expected utility. Rather, it is a generalization of it, in the way that CES utility func­
tions over commodity bundles are generalizations of Cobb-Douglas utility functions, 
or perhaps more aptly, in the way that general quasiconcave functions are general­
izations of Cobb-Douglas functions. 

To set the stage, the reader is asked to think of the classical expected utility-based 
theory of insurance as analogous to the situation of someone who has developed the 
theory of consumer demand using only Cobb-Douglas utility functions. Such a Cobb­
Douglas scientist has an easy and tractable model to work with, and he or she is likely 
to discover and prove many results, such as the Slutsky equation, or that income elas­
ticities are identically unity, or that cross-price elasticities are identically zero. But we 
know that while the Slutsky equation is a general property of all utility functions over 
commodity bundles, the two elasticity results are specific to the Cobb-Douglas func­
tional form, and most definitely not true of more general utility functions. It is hard 
to see how our scientist could have known the robust results from the non-robust 
results, unless he or she at least took a peek at more general "non-Cobb-Douglas" 
preferences. 

The goal of this chapter is to examine some of the classic theoretical results in 
individual and market insurance theory from the more general non-expected utility 
point of view, and determine which of these classic results are robust (like the Slutsky 
equation) and which are not. As mentioned, this chapter is ultimately about what non­
expected utility theory and insurance theory can contribute to each other. The identi­
fication of the robust results can contribute to insurance theory, by determining which 
theorems can be most heavily relied upon for further theoretical implications. The 
identification of the non-robust results can contribute to non-expected utility theory, 
by determining which parts of current insurance theory are in effect testable impli­
cations of the expected utility hypothesis. Since insurance provides the largest, most 
systematic, and most intensive set of field data on both individual and market choices 
under uncertainty, this would provide non-expected utility researchers with a very 
useful opportunity to apply real-world data to the testing of the expected utility model, 
and the calibration of more general models of choice under uncertainty. 

The results examined in this chapter are selected for breadth rather than depth. 
This reflects that fact that it is no longer possible to present all results in the theory 
of insurance in a single paper (hence the need for the present volume). It also reflects 
the fact that the more specific and sophisticated results often require more specialized 
assumptions (such as convexity of marginal utility, or HARA utility functions), whose 
natural generalizations to non-expected utility have yet to be fully worked out. But 
most of all, I also feel we can learn most about robustness by starting out with an 
examination of the most basic and fundamental results in each of the various branches 
of insurance theory. 

Section 2.2 of this chapter introduces the notion of non-expected utility prefer­
ences over lotteries, and describes how they can be represented and analyzed, both 
graphically and algebraically. The next several sections use these tools to examine the 
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robustness of classic results in insurance theory to these more general risk prefer­
ences. Section 2.3 covers the individual's demand for insurance, taking the form of 
the insurance contract (coinsurance or deductible) as given. Section 2.4 examines the 
optimal form of insurance contract. Section 2.5 considers general conditions for 
Pareto efficient risk sharing among many individuals. Section 2.6 examines self­
insurance versus self-protection. Section 2.7 explores non-differentiabilities ("kinks") 
in preferences over payoffs levels. Section 2.8 discusses both extensions and a spe­
cific limitation of the approach to robustness presented in this chapter. Finally, Section 
2.9 illustrates how the insurability of some risks can actually induce non-expected 
utility preferences over other risks. Section 2.10 concludes. 

2.2 NON-EXPECTED UTILITY PREFERENCES AND 
GENERALIZED EXPECTED UTILITY ANALYSIS 

Non-expected utility theory typically works with the same objects of choice as stan­
dard insurance theory, namely lotteries over final wealth levels, which can be repre­
sented by discrete probability distributions of the form P = (xt. PI; ... ; Xn, Pn), or in 
more general analyses, by cumulative distribution functions F(V Non-expected 
utility theory also follows the standard approach by assuming--or positing axioms 
sufficient to imply-that the individual's preference relation ~ over such lotteries can 
be represented by means ofa preference function Yep) = Y(Xt.PI; ... ; Xn,Pn)' Just 
as with preferences over commodity bundles, the preference function YO can be 
analyzed both graphically, by means of its indifference curves, and algebraically. 

When examining general non-expected utility preferences, it is useful to keep in 
mind the "benchmark" special case of expected utility. Recall that under the expected 
utility hypothesis, YO takes the specific form: 

(1) 

for some von Neumann-Morgenstern utility function U(·). 
The normative appeal of the expected utility axioms is well known. However, in 

their capacity as descriptive economists, non-expected utility theorists wonder 
whether restricting attention solely to the functional form (I) might not be like the 
"Cobb-Douglas hypothesis" of the above scientist. They would like to determine 
which results of classic risk and insurance theory follow because of that functional 
form, and which might follow from the properties of risk aversion and/or first order 
stochastic dominance preference in general, without requiring the functional form (1). 
To do this, we begin by illustrating how one can analyze general non-expected utility 
preference functions Y(x" PI; ... ; Xn, Pn), and compare them to expected utility. 

I Depending upon the context, the probabilities in these distributions can either be actuarially deter­
mined chances, or a decision-maker's subjective probabilities over states of nature or events. 
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2.2.1 Graphical Depictions of Non-Expected Utility Preferences 

Two diagrams can illustrate the key similarities and differences between expected 
utility and non-expected utility preferences, by depicting how preferences over prob­
ability distributions P = (x" PI; ... ; xn, Pn) depend upon (i) changes in the outcomes 
{x" ... ,xn} for a fixed set of probabilities {PI, ... ,Pn}, and (ii) changes in the prob­
abilities {PI. ... ,Pn} for a fixed set of outcomes {XI, ... ,xn}. 

Preferences over changes in the outcomes can be illustrated in the classic 
"Hirshleifer-Yaari diagram" (Hirshleifer (1965, 1966), Yaari (1965, 1969), Hirshleifer 
and Riley (1979, 1992)). Assume there are two states of nature, with fixed probabil­
ities (PI. P2) adding to one, so that we restrict attention to probability distributions of 
the form (X"PI; X2,P2), which can be represented by points in the (x\, X2) plane, as in 
Figure 1. A family of expected utility indifference curves in this diagram are the level 
curves of some expected utility preference function Y(P) = U(XI) ·PI + U(X2) ·P2, with 
slope (marginal rate of substitution) given by 

(2) 

Besides indifference curves, Figure 1 also contains two other constructs. The 45° 
line consists of all sure prospects (x, x), and is accordingly termed the certainty line. 

Figure 1 Risk Averse Expected Utility Indifference Curves in the Hirshleifer­
Yaari Diagram 
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The parallel dashed lines are loci of constant expected value XI 'PI + X2 'P2, with slope 
accordingly given by (the negative of) the odds ratio P/P2' In insurance theory these 
lines are frequently termed "fair odds lines"-here we shall call them iso-expected 
value lines. 

Formula (2) can be shown to imply two very specific properties of expected utility 
indifference curves in the Hirshleifer-Yaari diagram: 

"MRS at certainty = odds ratio": The MRS at every point (x, x) on the 45° line 
equals (the negative of) the odds ratio P/P2, and 

"rectangle property": Given the corner points (xi, xi), (xi, xi*), (xi*, xi), (xi*, 
x~*) of any rectangle in the diagram, the products of the MRS's at diagonally 
opposite pairs are equaf 

Besides these two properties, the indifference curves in Figure 1 exhibit three 
other features of risk preferences on the part of the underlying preference function 
YO that generates them. The first feature is that they are downward sloping. To see 
what this reflects, note that any north, east or northeast movement in the diagram will, 
by raising Xl and/or X2, lead to a first order stochastically dominating probability dis­
tribution. Accordingly, any set of indifference curves that is downward sloping is 
reflecting first order stochastic dominance preference on the part of its underlying 
preference function YO. Of course, under expected utility, this is equivalent to the 
condition that U(-) is an increasing function of x. 

The second feature of these indifference curves is that they are steeper than the 
iso-expected value lines in the region above the 45° line, and flatter than the iso­
expected value lines in the region below the 45° line. To see what this reflects, note 
that, starting at any point (x], X2) and moving along its iso-expected value line in a 
direction away from the certainty line serves to further increase the larger outcome 
of the probability distribution, and further decrease the smaller outcome, and does so 
in a manner which preserves the expected value of the prospect. This is precisely a 
mean preserving increase in risk. 3 Thus, indifference curves that are steeperlfiatter 
than the iso-expected values lines in the region abovelbelow the certainty line are 
made worse off by all such increases in risk, and hence reflect the property of risk 
aversion on the part of their underlying preference function YO. Under expected 
utility, this property is equivalent to the condition that U(-) is a concave function 
ofx. 

2 An interpretive note: The rectangle property is essentially the condition that (smooth) expected utility 
preferences are separable across mutually exclusive states of nature. Given the rectangle property, the MRS 
at certainty property is equivalent to "state-independent" preferences, a property we shall assume through­
out this chapter. For important analyses of state-dependent preferences under both expected utility and 
non-expected utility, see Karni (1985, 1987). For a specific application to insurance theory, see Cook and 
Graham (1977). 

J E.g., Rothschild and Stiglitz (1970, 1971). 
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The third feature of the indifference curves in Figure 1 is that they are "bowed­
in" toward the origin. This means that any convex combination (A·XI + (1 - A)·xi, 
A· X2 + (1 - A)· x!) of any two indifferent points (XI> X2) and (xi, x!) will be preferred 
to these points. Expressed more generally, we term this property outcome convexity: 
namely, for any set of probabilities {PI> ... ,Pn}: 

(XI, PI; ... ;xn, Pn) -(xi, PI; ... ;x;, Pn) 
~ (A ·XI +(1-1..) ·xi, PI; ... ; A ·Xn +(1-1..) ·x~, Pn)~ (x\, PI; ... ;Xn' Pn) (3) 

for all A E (0, 1).4 This property of risk preferences has been examined, under various 
names, by Tobin (1958), Debreu (1959, Ch. 7), Yaari (1965, 1969), Dekel (1989) and 
Karni (1992). Under expected utility, it is equivalent to the condition that UO is 
concave. 

Note what these last two paragraphs imply: Since under expected utility the prop­
erties of risk aversion and outcome convexity are both equivalent to concavity of UO, 
it follows that expected utility indifference curves in the plane-and expected utility 
preferences in general-will be risk averse if and only if they are outcome-convex. 
We'll see the implications of this below. 

A family of non-expected utility indifference curves, on the other hand, consists 
of the level curves of some general preference function Y(P) = Y(XI> PI; X2,P2), with 
slope therefore given by 

(4) 

Two such examples, derived from two different preference functions YO and 11*0, 
are illustrated in Figures 2a and 2b. In these figures, just as in Figure 1, the indiffer­
ence curves are generated by some underlying preference function YO defined over 
the probability distributions implied by each (XI> X2) pair under the well-defined state 
probabilities (PI> P2)-we refer to such preferences over (XI> X2) bundles as prob­
abilistically sophisticated. 

Expected utility and non-expected utility preference functions, and hence their 
respective indifference maps, have two features in common, and two important dif­
ferences. Their first common feature is first order stochastic dominance preference. 
This property is the stochastic analogue of "more money is better," and makes just as 
much sense under non-expected utility as under expected utility. As we have seen, this 
translates into downward sloping indifference curves in the Hirshleifer-Yaari diagram, 
and is reflected in both Figure 2a and 2b. 

The second common feature is the "MRS at certainty = odds ratio" condition, as 
seen in Figures 2a and 2b. The non-expected utility version of this property, namely, 

4 An alternative term for property (3) is quasiconvexity in the outcomes. 
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Figures 2a and 2b Risk Averse Non-Expected Utility Indifference Curves 
(Outcome-Convex and Non-Outcome Convex) 

that any sufficiently "smooth" non-expected utility preference function YO must 
satisfy 

(5) 

follows from an early result of Samuelson (1960, pp. 34-37, eq. 5). Note that it implies 
that we can "recover" a non-expected utility (or expected utility) maximizer's sub­
jective probabilities from their indifference curves over state-indexed outcomes in the 
Hirshleifer-Yaari diagram. 

The first of the two important differences between expected utility and non­
expected utility should not come as a surprise. Any departure from the additively­
separable expected utility form (1) means that the so-called "rectangle property" on 
MRS's will no longer hold. This is a well-known consequence of indifference curves 
over any kind of commodities, once we drop the assumption of separability of the 
preference function that generates them. 

We come now to the second important difference between expected utility and 
non-expected utility indifference curves-the one that will playa very important role 
in our analysis. Note that while the non-expected utility indifference curves of Figure 
2a needn't satisfy the rectangle property for MRS's, they do satisfy both risk aversion5 

and outcome convexity-just like the expected utility indifference curves of Figure 
I. However, the non-expected utility indifference curves of Figure 2b are risk averse 
but not outcome convex. In other words, in the absence of the expected utility hypoth-

5 As before, they satisfy risk aversion since they are steeperlflatter than the iso-expected value lines in 
the region above/below the 45° line, so mean preserving increases in risk make them worse ofT. 
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esis, risk aversion is no longer equivalent to outcome convexity, and as Dekel (1989) 
has formally shown, it is quite possible for a preference function YO (and hence its 
indifference curves) to be globally risk averse but not outcome-convex.6 

On the other hand, Dekel has shown that if a non-expected utility y(.) is outcome­
convex then it must be risk averse. Although this is a formal result that applies to pref­
erences over general probability distributions, the graphical intl'.ition can be seen from 
Figure 2a: Recall that non-expected utility indifference cunes must be tangent to the 
iso-expected value lines. Thus, if they are also outcome-convex, they must be steeper 
than these lines above the 45° line and flatter than them below the 45° line, which is 
exactly the condition for risk aversion in the diagram. 

Thus, in the absence of the expected utility, risk aversion is seen to be a logically 
distinct-and weaker-property than outcome convexity. This means that when drop­
ping the expected utility hypothesis and examining the robustness of some insurance 
result that "only requires risk aversion," we'll have to determine it really was "only 
risk aversion" that had been driving the result in question, or whether it was risk 
aversion plus outcome convexity that had been doing so. 

Let's now illustrate preferences over changes in the probabilities, for fixed 
outcome values. Specifically, pick any three values XI < X2 < X3, and consider the set 
of all probability distributions of the form (X I. PI; X 2, P2; X 3, P3)' Since we must have 
P2 = 1 - PI - P3, we can plot each of these distributions as a point (Ph P3) plane, 
as in Figures 3a and 3b. Once again, a family of expected utility indifference curves 
will consist of the level curves of some expected utility preference function Yep) = 

U(XI) 'PI + U(X2) 'P2 + U(X3) 'P3, which, after substituting for P2, takes the form 

(6) 

with MRS accordingly given by 

(7) 

and with the direction of increasing preference indicated by the arrows in the figures. 
A family of non-expected utility indifference curves in the (PI, P3) diagram consist 

of the level curves of some general preference function Y(XI,PI; X2,P2; X3, P3), again 
subject to pz = 1 - PI - P3' Substituting in to obtain the expression Y(Xb PI; X2, 1 -

6 For an explicit example, based on the proof of Dekel's Proposition I, let Yep) '" [~.JX; 'p; - 5]3 + 
8· [Lvp; - 49]3. Since the cube function is strictly increasing over all positive and negative arguments, 
this preference function is strictly increasing in each X; and satisfies strict first order stochastic dominance 
preference. Since any mean preserving spread lowers the first bracketed term yet preserves the second, 
YO is also strictly risk averse. Calculation reveals that Y($IOO, 1/2; $0,1/2) '" Y($49, 1/2; $49, V,) '" 8 but 
Y($74.5, II,; $24.5, II,) '" 6.74. But since the latter probability distribution is a 50: 50 outcome mixture of 
the first two, YO is not outcome-convex. 
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Figures 3a and 3b Risk Averse Indifference Curves in the Probability Triangle 
Diagram (Expected Utility and Non-Expected Utility) 

PI- P3; X3, P3), we have that the slope of these indifference curves at any point (PI. P3) 
is given by the formula 

aY(p) aY(p) 

(8) 

P=(XI ,PI;Xi ,1- PI - P);.i'] ,p)) 

Figure 3a highlights the single most significant feature of expected utility pref­
erences, namely the property of "linearity in the probabilities," As the level curves of 
a linear function (formula (1) or (6», expected utility indifference curves in the prob­
ability diagram are parallel straight lines. This is the source of much of the predictive 
power of the expected utility model, since it implies that knowledge of the indiffer­
ence curves in the neighborhood of anyone point in the triangle implies knowledge 
of them over the whole triangle. 

As we did for the Hirshleifer-Yaari diagram, we can also ask what the properties 
of first order stochastic dominance preference and risk aversion look like in the prob­
ability triangle. A pure northward movement in the triangle implies a rise in P3, along 
(of course) with a matching drop in Pl. This corresponds to shifting probability from 
the outcome Xl up to the higher outcome X3. A westward movement implies a drop in 
PI with matching rise in Pl' An exact (45°) northwestward movement implies a rise 
in P3 with equal drop in PI (no change in Pl)' All three of these movements shift prob­
ability mass from some lower outcome up to some higher outcome, and hence are sto­
chastically dominating shifts. Since the indifference curves in both Figures 3a and 3b 

(b) 
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are upward sloping, they prefer such shifts, and hence, reflect first order stochastic 
dominance preference. 

The property of risk aversion is once again illustrated by reference to iso-expected 
value lines. In the probability triangle, they are the (dashed) level curves of the 
formula 

(9) 

and hence have slope [X2 - xd/[X3 - X2]. Northeast movements along these lines 
increase both of the outer (i.e., the "tail") probabilities PI and P3 at the expense of the 
middle probability P2, in a manner which does not change the expected value, so they 
represent the mean preserving spreads in the triangle. Since the indifference curves 
in both Figures 3a and 3b are steeper than these lines, they are made worse off by 
such increases in risk, and hence are risk averse. 

Besides risk aversion per se, these diagrams can also illustrate comparative risk 
aversion-i.e., the property that one individual is more risk averse than another. Arrow 
(1965b) and Pratt (1964) have shown that the algebraic condition for comparative risk 
aversion under expected utility is that a pair of utility functions UIO and Uk) satisfy 
the equivalent conditions: 

U I (x) == <p(U2 (x)) for some increasing concave <p(.) 

U{'(x) U{'(x) 
--->--- forallx 

U(x) - U{(x) 

U(x*) U{(x*) 
--- < --- for all x* > x 
U(x) - U{(x) 

(10) 

(11) 

(12) 

Figures 4a and 4b illustrate the implications of these algebraic conditions for indif­
ference curves in the Hirshleifer-Yaari and the triangle diagrams. The indifference 
curves of the more risk averse utility function UIO are solid; those of Ui·) are dotted. 
In the Hirshleifer-Yaari diagram, the MRS formula (2) and inequality (12) imply that 
the indifference curves of the more risk averse UIC) are flatter than those of Uk) 
below the 45° line, and steeper than them above it. In the triangle diagram, the MRS 
formula (7) and a bit of calculus applied to either (11) or (12) yields that the indif­
ference curves of the more risk averse UIC") are steeper than those of Uk). 

Comparing Figures 4a and 4b with Figures 1 and 3a reveals that in each case, the 
relative slope conditions for comparative risk aversion are simply a generalization of 
the slope conditions for risk aversion per se. This is such a natural result that we would 
want to adopt it for non-expected utility indifference curves as well. In other words, 
when we come to determine the algebraic condition for comparative risk aversion 
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X2 

"- - -

(a) 0 

Figures 4a and 4b Comparative Risk Aversion for Expected Utility Indifference 
Curves 

Xz 

(a) 0 PI 

Figures 5a and 5b Comparative Risk Aversion for Non-Expected Utility Indiffer­
ence Curves 

under non-expected utility, we would insist that it imply these same relative slope con­
ditions on indifference curves as in Figures 5a and 5b. 

2.2.2 Algebraic Analysis of Non-Expected Utility Preferences 

What about algebraic analysis in the absence of expected utility? Consider about 
how we might reassure our Cobb-Douglas scientist, puzzled at how we could drop 

(b) 

(b) 
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coefficient of prob(x,): derivative W.r.t. prob(x;): 
U(x;) U(x;;P) ~ d\!(P)/dp; 

(a) 0 Xn_1 XII Xn-I Xn 

Figures 6a and 6b Expected Utility Probability Coefficients and Non-Expected 
Utility Probability Derivatives Plotted Against Their Corre­
sponding Outcome Values 

the well-structured formula cr1 ••• c~m for a shapeless general preference function 
v(c), ... , cm). We would say that we conduct our analysis in terms of the derivatives 

{av(c) av(c)} .. 
~' ... , ~ of such general functions, and that conditions on these 

derivatives (and their ratios, etc.) give theorems about behavior. 
One branch of non-expected utility theory-termed "generalized expected utility 

analysis,,7 -proceeds similarly, by working with derivatives of the preference func­
tion YC-), and it is here that much of the robustness of expected utility analysis reveals 
itself. By way of motivation, recall some of the classical results of expected utility 
theory. For purposes of this exercise, assume that the set of potential outcome values 
XI < ... < Xn is fixed, so that only the probabilities {PI, ... , Pn} are independent vari­
ables. Now, given an expected utility preference function Yep) = ~~I U(Xi) 'Pi, don't 
think of U(x,) in its psychological role as the "utility of receiving outcome x;," but 
rather in its purely mathematical role as the coefficient of Pi = prob(x;}. If we plot these 
probability coefficients against Xi, as in Figure 6a, we can state the three most funda­
mental results of expected utility theory as follows: 

First Order Stochastic Dominance Preference: YO exhibits first order stochas­
tic dominance preference if and only if its probability coefficients { U(x;)} form 
an increasing sequence, as in Figure 6a. 

7 E.g., Machina (1982, 1983). 

(b) 
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Risk Aversion: YO is risk averse if and only if its probability coefficients { UCXi)} 
form a concave sequence,s as in Figure 6a. 

Comparative RiskAversion: YlO is at least as risk averse as \1;0 if and only if 
the sequence of probability coefficients {Ul ex;)} is at least as concave9 as the 
sequence of probability coefficients {Uix;)}. 

Now consider a general non-expected utility preference function Yep) = Y(XhPl; 
.•. ; Xm Pn), and continue to treat the outcomes Xl < ... < Xn as fixed and the probabil­
ities {Ph ... ,Pn} as independent variables. Since YO is not linear in the probabilities 
(not expected utility), it won't have probability coefficients. However, as long as YO 

{ dYep) dY(P)} 
is differentiable, it will have a set of probability derivatives -a;;:-"'" a;;:-
at each distribution P, and calculus tells us that in many cases, theorems based on 
the coefficients of a linear function will also apply to the derivatives of a nonlinear 
function. 

In fact, this is precisely the case with the above three results, and this extension 
from probability coefficients to probability derivatives is the essence of generalized 
expected utility analysis. In other words, for any non-expected utility preference func­
tion YO, pick a distribution P, and plot the corresponding sequence of probability 

{ dYCP) dYCP)} 
derivatives -a;;:-"'" a;;:- against Xh as in Figure 6b. If these form an increas-

ing sequence (as in the figure), then any infinitesimal stochastically dominating shift­
sayan infinitesimal drop in Pi and matching rise in pi+l-will clearly be preferred. If 
the derivatives form a concave sequence (as in the figure), then any infinitesimal mean 
preserving increase in risk-such as an infinitesimal drop in Pi coupled with a mean 
preserving rise in PH and pi+l-will make the individual worse off. 

. . .. {dYCP) 
Of course, these results are "local," SInce they hnk the denvatlves -a;;:-, 

... , d~~P)} at a distribution P only to infinitesimal changes from P. However, we 

can take advantage of another feature of calculus, namely, that global conditions on 
derivatives are frequently equivalent to global properties of a function. This is the case 

{ClY(P) ClY(P)} 
with our three fundamental results. Thus, if the derivatives -a;;:-"'" a;;:- are 

seen to form an increasing and concave sequence at all such distributions P, then 
global stochastically dominating shifts will always be preferred, and global increase 
in risk will always make the individual worse off. Formally, we can prove: 

8 Algebraically, {U(x,)} forms a concave sequence if and only if its point-to-point slopes (U(x,) -
U(x,))/(x, - x,), (U(X3) - U(x,»/(X3 - x,), etc. are successively nonincreasing. 

, {U,(x,)} is at least as concave than {U,(Xi)} if and only if each ratio of adjacent point-to-point slopes 
[(U(Xi+') - U(X,)/(Xi+' - x,)]/[(U(x,) - U(xi_,»/(Xi - Xi-,ll is no greater for {U,(x,)} than for {U,(x,)}. 
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First Order Stochastic Dominance Preference: A non-expected utility preference 
function y(.) exhibits global first order stochastic dominance preference if and 

only if at each distribution P, its probability derivatives {ay(p)} form an 
api 

increasing sequence, as in Figure 6b. 
Risk Aversion: YO is globally averse to all (small and large) mean preserving 

increases in risk if and only if at each P its probability derivatives {ay(p)} 
api 

form a concave sequence, as in Figure 6b. 
Comparative Risk Aversion: YIO is globally at least as risk averse as lO 'V;O if 

and only if at each P, the sequence of probability derivatives {O~~:P)} is at 

I h f b b'l' d' . {a'V;(p)} east as concave as t e sequence 0 pro a 1 lty envahves ~. 

In light of this correspondence between expected utility's probability coefficients 

{U(x)} and non-expected utility's probability derivatives {o::P)}, we adopt the 

suggestive notation U(Xi; P) = aY(p), and call {U(Xi; P)} the local utility index of 
°Pi 

YO atP. 

An important point: Do we really have to restrict ourselves just to changes in the 
probabilities of the original outcomes {XI,' .. , xn}? No. At any distribution P = 
(x" PI; ... ; X., Pn), we can define the local utility index U(x; P) for any other outcome 
level x, by observing that 

(13) 

so that we can define 

U(X; P) == aY(p) == aY(XI, PI;"'; Xn, Pn; X, P)I 
aprob(x) af.] f.]= 0 

(14) 

Thus, U(-; P) is really a local utility function over all outcome values x, and the iso­
lated dots in Figure 6b-like the isolated utility values in Figure 6a-are really points 
on an entire curve. In this more complete setting, the non-expected utility conditions 
for first order stochastic dominance preference, risk aversion, and comparative risk 
aversion are that at every P, the function U(x; P) must respectively be increasing in 
x, concave in x, and more concave in x-just like the conditions on U(x) under 
expected utility theory. See Machina (1982, 1983, 1989), Allen (1987), Chew, Epstein 

10 For the appropriate definition of "at least as risk averse as" under non-expected utility, see Machina 
(1982, 1984). 
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and Zi1cha (1988), Karni (1987, 1989) and Wang (1993) for additional extensions and 
applications of this kind of analysis. 

Although the above suggests that the key to generalizing expected utility analy­
sis is to think in terms of the probability derivatives of the preference function Yep) 
= Y(XI. PI; ... ; Xm Pn), it is clear that the analysis of insurance and risk sharing prob­
lems will involve its outcome derivatives as well. Fortunately, we can show that, as 

long as we continue to think of U(x; P) = oY(P) as the "local utility function," the 
oprob(x) 

standard expected utility outcome derivative formula also generalizes to non-expected 

utility. II That is to say, if the local utility function U(x; P) = oY (P) is differentiable 
oprob(x) 

in x at every distribution P, then 

(15) 

This gives us an immediate generalization of the expected utility MRS formula for 
non-expected utility indifference curves, namely 

U'(XI; PXI •X2 ) • PI 
-

U'(X2; PXJ.X2) • P2 
(16) 

where PXI .x2 = (XI. PI; X2, P2) is the probability distribution corresponding to the point 
(XI. X2)' It also gives us a generalization of the "marginal expected utility" formula, 
namely 

dY(xI +k,PI; ... ;Xn +k,Pn)1 = ~ '( o· ). 0 

dk - ,,-,U x" P PI 
k=iJ i=1 

(17) 

It should come as no surprise that formulas like (15), (16) and (17) will come in handy 
in checking the robustness of standard expected utility-based insurance theory. 

A settling of accounts: If a non-expected utility preference function ,"",0 is at least 
as risk averse as another one YzO, so that at each P its local utility function UIC P) 
is at least as concave as Uk; P), then the Arrow-Pratt theorem and the MRS formula 
(16) directly imply the relative slope condition illustrated in Figure Sa. Similarly, the 
Arrow-Pratt theorem, MRS formula (8) and a little calculus imply the relative slope 
condition illustrated in Figure 5b. Just as required! 12 

II This follows from applying Machina (1982, eq. 8) to the path F('; a) '" (XI> P,; ... ; Xi-I> Pi-I; a, Pi; 
Xi+h Pi+l; .•• ; Xn, Pn). 

12 In some of our more formal analysis below (including the formal theorems), we use the natural exten­
sion of these ideas to the case of a preference function Y(F) over cumulative distribution functions F(') 
with local utility function U(·; F), including the smoothness notion of "Frechet differentiability" (see 
Machina (1982)). 
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2.3 INDIVIDUAL DEMAND FOR INSURANCE 

The previous section presented a set of tools-graphical and algebraic-for repre­
senting and analyzing non-expected utility risk preferences. It also showed that the 
analysis of non-expected utility preferences is much closer to classical expected utility 
theory than one might have thought. We now turn toward applying these tools to exam­
ining the robustness of standard insurance theoryl3 in the absence of the expected 
utility hypothesis. 

For most of this chapter, we shall assume that risk preferences---expected utility 
or otherwise-are differentiable both in the outcomes and in the probabilities. 14 In 
addition, since the results of insurance theory also almost all depend upon the prop­
erty of risk aversion, even under the expected utility hypothesis, there is no point in 
dropping that assumption when undertaking our non-expected utility examination. But 
as noted above, since risk aversion under expected utility also means outcome con­
vexity, we could never be sure whether the result in question was really driven by risk 
aversion alone, or by outcome convexity as well. 15 Thus, when examining insurance 
theory in the absence of the expected utility hypothesis, our "robustness check" could 
reveal each expected utility-based insurance result to be in one of the following 
categories: 

the result only requires the assumption of risk aversion, without either outcome 
convexity or expected utility 
the result requires outcome convexity (and hence also risk aversion), but not 
expected utility 
the result simply doesn't hold at all without the expected utility hypothesis 

Naturally, when checking any given result, the higher up its category in this listing, 
the nicer it would be for non-expected utility theorists. And since robustness is a 
virtue, the nicer it would be for standard insurance theorists as well! 

In the following, we assume that the indi'yidual possesses an initial wealth level 
wand faces the prospect of a random loss C, with probability distribution (CI> PI; 
... ; Cn, Pn) (with each Cj ;?; 0). An insurance policy consists of an indemnity func­
tion 1(') such that the individual receives payment I( C) in the event of a loss of C, as 
well as a premium of n, which must be paid no matter what. Thus, the individual's 
random wealth upon taking a policy (or "contract") (10, n) becomes l6 

13 The reader wishing self-contained treatments of the vast body of insurance results can do no better 
than the excellent survey by Dionne and Harrington (1992, pp. 1-48) and volume by Eeckhoudt and Gollier 
(1995). For more extensive treatments of specific topics, see the rest of the papers in Dionne and 
Harrington (1992) as well as the papers in Dionne (1992) and the chapters in the present volume. 

14 We consider non-differentiabilities ("kinks") in the outcomes and probabilities in Sections 2.7 and 
2.8. 

15 This point is nicely made by Karni (1992). 
16 Note that this framework abstracts from the problem of uninsurable "background risk," as studied for 

example by Doherty and Schlesinger (1983), Schlesinger and Doherty (1985), and Eeckhoudt and Kimball 
(1992). 
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W-1t-R+/(2) (18) 

Of course, different forms of insurance involve different classes {(/,,(), 1ta ) I ex E 

A} of indemnity functions laO and their corresponding premiums 1t", from which the 
individual may choose. In m~ny cases, the premium for a given indemnity function 
10 takes the form 1t = A' E[1( f)], where A ~ I is a loading factor. The results of stan­
dard insurance theory involve both characterization theorems and comparative statics 
theorems concerning individual maximization, bilateral efficiency, and group effi­
ciency using the above framework. 

For ~otationa~ simplicity, we shall frequently work directly with random variables, 
such as e or w - e, rather than with their probability distributions (e h PI; ... ; em Pn) 
or (w - el , PI; ... ; w - en, Pn). In other words, given a random variable x with prob­
ability distribution (XI, PI; ... ; Xm Pn), we shall use the term Y(x) as shorthand for 
Y(XhPI;"'; xn,Pn)' Thus, for example, Yew -1t - e + I(e» denotes Yew -1t - £1 
+ I(e l ), PI; ... ; w - 1t - en + I(en), Pn). 

2.3.1 Demand for Coinsurance 

The very simplest results in insurance theory involve individual demand for a level ex 
of coinsurance, given a fixed loading factor A ~ 1. Formally, this setting consists of 
the set of policies {(laC'), 1t,,) I ex E [0, In, with 

Indemnity function: 

Premium: 

I,,(f!) == ex· e 
[_] for ex E [0, 1] 

1t" = A' aE e 
(19) 

In the expected utility framework, the individual's choice problem can therefore be 
written as 

max £[U(w -ex· A· £[£] -£+a· f)] or 
"EIO,I] 

max E[U(W-A' E[2]-(I-ex)· (£ -A' E[£]))] 
adO,I] 

(20) 

Denote the optimal choice in this problem by a*. This setting was studied early on, 
in classic papers by Borch (1961), Mossin (1968) and Smith (1968). From the right 
side of (20) we se~ that ma~ginal change in insurance coverage ex adds/subtracts the 
random variable (e - A' E[ en to/f~om the ~ndividual 's random wealth. Accordingly, 
we can term the random variable (e - A' E[ en the marginal insurable risk variable. 

The most basic analytical results for coinsurance are: 

Co.l The first order condition for an interior optimum-i.e., a necessary 
condition for an interior global maximum-is that the expectation of the 
marginal insurable risk variable times the marginal utility of wealth is 
zero: 
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E[(f -A' E[f]) ·U'(w-a· A' E[€]- f +a· f)] = 0 (21) 

and under risk aversion, this is a sufficient condition for a global optimum. 
CO.2 If the individual is risk averse, then full insurance will be demanded 

if and only if it is actuarially fair. In other words, a* = I if and only if 
A = 1. 

CO. 3 If two risk averse individuals face the same choice problem except that 
the first is at least as risk averse as the second, then the first will demand 
at least as much insurance as the second. In other words, if UIO is a 
concave transformation of U20, then ai ~ a!.17 

Results CO.2 and CO.3 can both be illustrated in the Hirshleifer-Yaari diagram. 18 

Consider Figure 7a, where the original uninsured position, point A, lies off the 45° 
line, its corresponding full insurance point would lie exactly on the 45° line, and the 
coinsurance "budget line" connects the two points. The value a E [0, I] corresponds 
to the position along the budget line from the uninsured point to the fully insured 
point. To see CO.2, note first that when insurance is actuarially fair, this budget cor­
responds to the (dashed) iso-expected value line emanating from A, and from risk 
aversion clearly implies that the optimal point on this line is its corresponding full 
insurance point B. Next, note that when insurance is actuarially unfair, the budget line 
from A is now flatter than the iso-expected value lines, so it is no longer tangent to 
the indifference curve through the (new) full insurance point C. This implies that the 
new optimal point, namely D, will involve less than full insurance. To see CO.3, con­
sider Figure 7b and recall from Figure 4a (or equations (2) and (12» that for expected 
utility maximizers, the (solid) indifference curves of the more risk averse person must 
be flatter than the (dotted) indifference curves of the less risk averse one in the region 
below the 45° line. This fact, coupled with the outcome-convexity property of risk 
averse expected utility indifference curves, guarantees that, when both start from the 
same uninsured point A', the more risk averse person will choose a greater level of 
coinsurance-point F rather than point E. 

How about non-expected utility maximizers? In this case, the coinsurance 
problem becomes 

max Y(w -a· A· E[fi] -f+a· f) or 
ae[O.I] 

max Y(W-A' E[f] -(I-a)· (f -A' E[f])) 
ae[O,I] 

(22) 

17 As demonstrated in Pratt (1964), further results which link increasing/decreasing absolute and/or 
relative risk aversion to changes in ex as an individual's wealth changes can be derived as corollaries of 
result CO.3. 

]8 So can result CO. I , if one calculates the slope of the budget lines in Figures 7a and 7b. 



(a) 0 

The Robustness of the Classical Insurance Paradigm 55 

A' 
O·"'---------------:-X'I (b) 

Figures 7a and 7b Optimal Coinsurance and Effect of Greater Risk Aversion on 
Coinsurance for Risk Averse Expected Utility Preferences 

for some general non-expected utility preference function Y(.). Do any of the above 
expected utility-based results still hold? And if so, do they require just risk aversion, 
or do they also need outcome convexity? 

To examine the robustness of CO.l, write (22) as 

Formula (15) allows us to differentiate with respect to a to get the non-expected utility 
first order condition 

dY{w - a . J.... . E[£'] - fl + a . flo PI; ... ; w - a . J.... . E[£'] - fn + a . fn' Pn) 
da 

n 

= I,{fi -J..... E[£']) , U'{w-a·J....· E[f]-fi +a· f i ; Pa )· Pi 
i==l 

= E[(f -J..... E[£']). U'{w-a·J...., E[£,]- £' +a· £'; Pa )] = 0 

- - -
(24) 

where P a denotes the wealth distribution w - a' J..... E[ e] - e + a' e arising from the 
purchase of a coinsurance. This is precisely the analogue of the expected utility first 
order condition (21) with the von Neumann-Morgenstern utility function U(·) replaced 
by the local utility function U(-; P a) at the wealth distribution P a, 19 where 

(25) 

19 This close correspondence of expected utility and non-expected utility first order conditions will come 
as no surprise to those who have read Chew, Epstein and Zilcha (1988). We'll come to this again below, 
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Note that the necessity of condition (24) does not even require risk aversion, just 
differentiability. However, it should be clear from the Hirshleifer-Yaari diagram that 
it will only be sufficient under full outcome convexity. Otherwise, an indifference 
curve could be tangent to the budget line from below, and the point of tangency would 
be a (local or global) minimum. 

Extending result CO.2 to the non-expected utility case is straightforward, and 
doesn't require outcome convexity at all. When insurance is actuarially fair (A = I), 
we have that for any ex < 1, the random wealth 

w - ex· E[£] - £ + ex· £ == w - E[£] - (1- ex)· (£ - E[£]) (26) 

differs from the full insurance (ex = 1) wealth of w - E[ €] by the addition of a zero­
mean random variable. Accordingly, risk aversion alone implies that when coinsur­
ance is actuarially fair, full coverage is optimal. Similarly, when insurance is unfair 
(A > 1), we have that 

d\!(w -ex· A' E[£] -£+ex· £)1 = E[a -A' E[£]). U'(w -A' E[£]; PI)] 
dex ct=1 

=(1-A).E[£].U'(W-A.E[£];PI ) < 0 (27) 

where PI is the degenerate distribution of the full insurance wealth level w - A' E[ C]. 
Thus, there will be values ex < 1 that are strictly preferred to the full insurance posi­
tion ex = 1. This is all illustrated in Figure 8a, where indifference curves are risk averse 
but not outcome convex.20 

It would seem that if any coinsurance result depended crucially on the assump­
tion of outcome convexity, it would be result CO.3, which links greater risk aversion 
to greater coinsurance. This type of global comparative statics theorem is precisely 
the type of result we would expect to depend upon the proper curvature of indiffer­
ence curves, and a glance at Figure 7b would seem to reinforce this view. However, 
one of the most important points of this chapter, which will appear a few times, is 
that even for a result like this, outcome-convexity is not needed. 

The essence of this argument can be gleaned from Figure 8b. Recall that if pref­
erences are risk averse but not outcome-convex, then there is the possibility of mul-

20 A NOTE ON BELIEFS: Although CO.2 accordingly survives dropping the assumption of expected utility 
risk preferences, it does not survive dropping the assumption that the individual's subjective probabilities 
exactly match those of the "market," that is, the probabilities by which an insurance policy is judged to be 
actuarially fair or unfair. If-for reasons of moral hazard, adverse selection or simply personal history­
the individual assigns a higher probability to state 2 than does the market, then the indifference curves in 
Figure 7a will be flatter than and cut the dashed lines at all certainty points, and an individual with a smooth 
(differentiable) UO may well select point C on an actuarially unfair budget line like A-C. How far must 
beliefs diverge for this to happen? Consider earthquake insurance priced on the basis of an actuarial prob­
ability of .0008 and a loading factor of 25%. Every smooth risk averter with a subjective probability greater 
than .00 I will buy full insurance. 
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Figures 8a and 8b Optimal Coinsurance and Effect of Greater Risk Aversion on 
Coinsurance for Non-Expected Utility Preferences that are Risk 
Averse But Not Outcome-Convex 

tiple global optima, as with the indifference curve in the figure. However, the essence 
of the comparative statics result CO.3 is not that each individual must have a unique 
solution, but that the less risk averse individual must always buy less insurance than 
the more risk averse individual. 

To see that this still holds under non-expected utility, recall (from (12) and (16) 
or Fig. 5a) that the non-expected utility condition for comparative risk aversion is that 
at each point below the 45° line, the indifference curves of the more risk averse person 
are flatter than those of the less risk averse person. This means that any southeast 
movement along one of the less risk averse person's indifference curves must lower 
the preference function of the more risk averse person. 

Now, to see that every optimum of the less risk averse person involves less insur­
ance than every optimum of the more risk averse person, consider point E in Figure 
8b, which is that optimum for the less risk averse person that involves the most insur­
ance for them, and consider their indifference curve through E (call it I-I). Of course, 
I-I must lie everywhere on or above the insurance budget line. By the previous para­
graph, any more risk averse person would prefer E to each point on I-I lying south­
east of E, and hence (by the previous sentence) prefer E to every point on the budget 
line lying southeast of E. This then establishes that the very least amount of coinsur­
ance this more risk averse person would buy is at E. If the more risk averse person is 
in fact strictly more risk averse, the two persons' indifference curves cannot both be 
tangent to the budget line at E. Rather, the indifference curve of the more risk averse 
person will be flatter at that point, which implies that the least insurance they would 
ever buy is strictly more than the most insurance that the less risk averse person would 
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ever buy (namely, E). Risk aversion (and comparative risk aversion) alone ensure this 
result, and outcome convexity is not needed at all.21 

A formal algebraic statement of this result, which includes general probability 
distributions and allows for a corner solution (at zero insurance), is: 

Theorem 1. Let Wo > 0 be base wealth, C ~ 0 a random loss, and A > I a loading 
factor, such that Wo - e and Wo - A' E[ C] are both nonnegative. Assume that the non­
expected utility preference functions ')1;0 and ')1;0 are twice continuously Frechet 
differentiable (see Note 12), strictly risk averse, and that ~O is strictly more risk 
averse than 11k) in the sense that - U~'(x; F)/~(x; F) > - U;'(x; F)/V'z(x; F) for all 
x and FO. Consider the problem: 

max If; (wo - a . A . E[R] - f + a . f) i = 1, 2 
"e[O,11 

(28) 

If at is the smallest solution to this problem for 111(-), and a! is the largest solu­

tion for 1120, then a.t ~ a.!, with strict inequality unless ai = O. 
Proof in Appendix 

In other words, regardless of the possible multiplicity of optima due to non­
outcome convexity, we will never observe the more risk averse first individual pur­
chasing a smaller amount of insurance than the second individual, and the only time 
they would ever purchase the same amount is if the terms are so unattractive that zero 
insurance is an optimum even for the first individual, in which case it is the only 
optimum for the second individual. 

To sum up our robustness check on coinsurance: except for the additional status 
of the necessary condition (21) as a sufficient condition as well (which also requires 
outcome-convexity), all three of the coinsurance results CO.l, CO.2 and CO.3 gen­
eralize to non-expected utility preferences under the assumption of simple risk aver­
sion alone. In other words, at least at this most basic level, the standard theory of 
demand for coinsurance is very robust. 

2.3.2 Demand for Deductible Insurance 

A second type of insurance contract, distinct from the coinsurance contract consid­
ered above, is deductible insurance. Given a fixed actuarial loading factor A ~ 1, this 
setting consists of the set of contracts {(I,,(-), 1t,,) I a E [0, MD, where M is the largest 
possible value of the loss C, and 

21 Readers will recognize this argument (and its formalization in the proofs of the theorems) as an appli­
cation of the well-known "single-crossing property" argument from incentive theory, as in Mirrlees (1971), 
Spence (1974) and Guesnerie and Laffont (1984), and generalized and extended by Milgrom and Shannon 
( 1994). 
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Indemnity function: fa (£) == max{£. - a, O} 
for a E [0, M] (29) 

Premium: 1ta = A . E[ fa (f)] 

In the expected utility framework, the individual's choice problem can therefore be 
written as 

max E[U(w - A' E[Ia(R)] - f + max{f - a, OJ)] or 
ue[O.Mj 

max E[U(w -A' E[max{f -a, O}]- min{f, a})] 
ae[O,Mj 

(30) 

Denote the optimal choice by a*. This problem has been studied by, among others, 
Mossin (1968), Gould (1969), Pashigian, Schkade and Menefee (1966), Moffet 
(1977), Schlesinger (1981), Dreze (1981), Karni (1983, 1985) and Eeckhoudt, Gollier 
and Schlesinger (1991). 

The insurance budget line for this problem in the case of two states is illustrated 
in Figure 9. Given an initial (pre-loss) wealth point W = (w, w), the uninsured point 
A reflects a small loss {;1 in state 1 and a larger loss {;2 in state 2. The thick line in the 
figure represents the kinked insurance budget line when insurance is actuarially unfair 
(otherwise, is it simply the dashed iso-expected value line through A). Starting at the 
deductible level a = {;2 (i.e., no insurance) each unit drop in a lowers wealth in state 
1 by the premium A'P2, and raises wealth in state 2 by 1 - A'P2, while lowering the 
overall expected value of wealth. This generates a linear budget line from point A to 

" " " " " " 

c 
" " " " " " ", 

w 

Figure 9 Insurance Budget Line for Deductible Insurance 
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the certainty line at point B, where a has dropped by (£2 - (1) (so now a = (1), and 
the individual's wealth is equal to w - (;1 - A'P2'«(;2 - (;1) in each state. Note that 
while a still smaller deductible a < £ I is possible, this is basically further insuring 
what is now a sure prospect, and doing so at actuarially unfair rates, so it would move 
the individual down the 45° line. In the limit, when a = 0, wealth in each state would 
be w - A' (PI' (; I + P2' (;2) (i.e., point C). 

The point of presenting Figure 9 is to show thatJor the two-state case, the budget 
line for deductible insurance (at least the relevant part A-B) is so similar to the budget 
line for coinsurance that all of the graphical intuition obtained from Figures 7a,b and 
8a,b concerning coinsurance will carryover to Figure 9 and to deductible insurance. 
But given the fact that most of the "action" of the deductible problem (30) occurs in 
the case of a multitude (or continuum) of states, we do not repeat the graphical analy­
ses of Figures 7a,b and 8a,b here. 

Rather, we proceed directly to our algebraic robustness check. To avoid the types 
of "kinks" that occur as a crosses the value of some d~screte (i.e., positive probabil­
ity) loss value £i, we assume that the random variable £ has a continuous cumulative 
distribution function FO with support [0, M]. We consider the corresponding basic 
results for deductible insurance: 

DE. 1 The first order condition for an interior optimum (i.e., the necessary con­
dition for an interior global maximum) is: 

E[[A' (1- F(a»- sgn(max{£ -a, O})]· U'(w- A' E[max{£ -a, O}] 
-min{£, a})] = 0 (31) 

where sgn(z) = + 1/0/ - 1 as z > /=/ < 0.22 

DE.2 If the individual is risk averse, then full insurance will be demanded if 
and only if it is actuarially fair. In other words, a* = 0 if and only if 
A = 1. 

DE. 3 If two risk averse individuals face the same choice problem except that 
the first is at least as risk averse as the second, then the first will demand 
at least as much insurance as (i.e., have a lower deductible than) the 
second. In other words, if UIC") is a concave transformation of Uk), then 
af:=; af3 

The non-expected utility version of the deductible problem (30) is 

max Y(w -A' E[Ia(£)]-£+max{£ -a, O}) or 
UE[O,Mj 

max Y(w - A' E[max{£ -a, O}]-min{£, a}) 
aE[O,Mj 

22 Thus, sgn( max { e - a, O}) equals I when e > a and equals 0 when e ::; a. 
23 This was shown by Schlesinger (\981) and Kami (\983), 

(32) 
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Formula (15) allows us to differentiate these objective functions with respect to a, to 
get the non-expected utility first order condition: 

r [A' (1- F(a»-sgn(max{€ - a, O})]· U'(W-A' E[max{€ -a, O}] 

- min{ e, a}; Fa) . dF(e) = 0 (33) 

wher~ F aO is the distribution of the random variable W - A' E[ max {e - a, O}] -
min {e, a}. This is once again seen to be equivalent to the expected utility first order 
condition (30), with the von Neumann-Morgenstern utility function UO replaced by 
the local utility function U(·; Fa) at the distribution FaO implied by the optimal 
choice. Thus, DE. I generalizes to non-expected utility. 

The "if" part of result DE.2, namely full insurance under actuarial fairness, 
follows immediately from risk aversion without outcome convexity, just as it did in 
the case of coinsurance. To see that the "only if" part does not require outcome con­
vexity either, consider the case A > 1 and evaluate the left hand side of (33) at the full 
insurance point a = 0, to obtain 

d\l(w -A' E[max{€ -a, O}]-min{€, a})1 = [A -1]. U'(w -A' E[€]; Fo) > 0 
da a=O 

(34) 

wh_ere FoO is the degenerate distribution of the full-insurance wealth level W - A' 
E[ e]. Thus, in this case there will be values a > 1 which are strictly preferred to the 
full insurance level a = O. 

Finally, we turn to the comparative statics result DE.3: As it turns out, the argu­
ment behind Figure 8b and Theorem I applies to the case of deductible insurance as 
well: 

Theorem 2. Let Wo > 0 be base wealth, let e be a random loss with support [0, M] 
(M < wo) and continuous cumulative distribution function Fen and let A > I be a 
loading factor. Assume that the non-expected utility preference functions ~O and 
11;0 are twice continuously Frechet differentiable, strictly risk averse, and that \110 
is strictly more risk averse than \lk) in the sense that -U;'(x; F)/U;(x; F) > -U;'(x; 
F)/~(x; F) for all x and F(·). Consider the problem: 

max Y(wo -A' E[max{€ -a, O}] - € + max{£ -a, O}) i = I, 2 
aE[O,Mj 

(35) 

If af is the largest solution to this problem for \110, and a! is the smallest solu­
tion for 11;(-), then af s a!, with strict inequality unless af = M. 

Proof in Appendix 



62 Handbook of Insurance 

That is, regardless of the possible multiplicity of optima due to non-outcome con­
vexity, we will never observe the more risk averse first individual choosing a higher 
level of deductible (i.e., less insurance) than the second, and the only time they would 
choose the same level is if the terms are so unattractive that no insurance (a = M) is 
an optimum even for the first individual, in which case it is the only optimum for the 
second. In a similar vein, Karni (1992) has shown that without expected utility, but 
with outcome convexity, one individual's optimal level of deductible for a conditional 
risk is greater than another's if and only if the former is more risk averse. 

Perhaps surprisingly, or perhaps not, our robustness findings for at least the most 
basic aspects of deductible insurance parallel those of coinsurance: except for the 
additional status of condition (30) as a sufficient condition (which requires outcome­
convexity), the deductible results DE. I , DE.2 and DE.3 generalize to the case of non­
expected utility preferences. 

2.4 PARETO-EFFICIENT BILATERAL INSURANCE CONTRACTS 

The results of the previous section have examined the customer's optimal amount of 
insurance, taking the form of the insurance contract (either coinsurance or deductible) 
as given. However, an important set of results in insurance theory attempts to deter­
mine the optimal (i.e., Pareto efficient) form of insurance contract, given the nature 
of the insurer's costs and risk preferences. Will these results be robust to dropping the 
expected utility hypothesis? 

The basic theorems on Pareto efficient bilateral insurance contracts concern the 
case where the insurer possesses an increasing cost function C(I) for indemnity pay­
ments I ~ O. These costs include the indemnity payment itself plus any additional pro­
cessing or transactions costs. In the expected utility case, a Pareto efficient contract 
(10, 1t) can be represented as the solution to: 

(36) 

where UjO is the concave utility function of the insured, U2(-) is the utility function 
of th~ insurer, and WI and W2 are their respective initial wealth levels. The loss vari­
able e is assumed to have a continuous cumulative distribution function F(') over some 
interval [0, M]. 

Arrow (1963, Appendix)24 considered the simplest case where the cost function 
takes the linear form C(l);: A' I (for A > I), and the insurer is risk neutral. Under these 
assumptions, the upper constraint in (36) directly implies the standard loading formula 

24 See also the related work in Arrow (l965c, 1974), the subsequent work by Raviv (1979) (discussed 
below), Blazenko (1985), Gollier (1987) and Marshall (1992), and the survey by Gollier (1992, Sect.2). 
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1t == A . E[ I(£)J (37) 

and Arrow showed that the Pareto efficient indemnity function 10 must take the 
deductible form 

1(£) == min{ £ - a, O} (38) 

Needless to say, this forms an important justification for studying the individual's 
demand for insurance under the deductible structure, as we did in Section 2.3.2. 

This result has been extended in a few directions by Raviv (1979), so that we can 
now consider the set of expected utility-based results: 

P E.1 Given risk neutrality of the insurer and a linear cost function (with A > 1), 
the Pareto efficient bilateral insurance contract must take the deductible 
form (38), for a positive deductible a. 

PE.2 Given strict risk aversion of the insurer and a linear cost function (with 
A > 1), the Pareto efficient bilateral insurance contract must take the form 
of coinsurance above a nonnegative deductible a, i.e. 

1(£) == 0 for £::; a 
0< 1(£) < £ foff > a 
0< J'(£) < 1 foff > a (39) 

PE.3 Given risk neutrality of the insurer and a strictly convex cost function CO 
(i.e., C'(-) > 0), the Pareto efficient bilateral insurance contract must again 
take the form of coinsurance above a deductible, as in (39), where the 
deductible a is strictly positive. 

Just as Arrow's original result (PE.1) gave a justification for the study of deductibles, 
the results PE.2 and PE.3 provide a justification for the study of the demand for coin­
surance as we undertook in Section 2.3.1.25 

Do these results extend to non-expected utility maximizers, and if so, is risk aver­
sion sufficient to obtain them, or do we also need to assume outcome convexity? Under 
non-expected utility, the Pareto efficient contracts are characterized by the solutions 
to 

'T( fl l(fl)) . {~(W2 +1t-C(J(£)))== ~(W2) max VI WI - 1t - ,,+ " s.t.. 
/(),n 0::; 1(£)::; £ 

(40) 

" Note, however, that derivative f( C) in PE.2 or PE.3 need not be constant, but as Raviv (1979, pp. 90, 
91) has shown, depends upon each party's levels of risk aversion, as well as marginal indemnity cost C(f). 
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Concerning PE.I, note that under its assumptions, the standard loading formula (37) 
continues to follow from the constraint in (40). In such a case, Karni (1992) has proven 
that, given differentiability of VIO, risk aversion alone ensures that any Pareto effi­
cient insurance contract must continue to take the pure deductible form (38). Gollier 
and Schlesinger (1996) have also provided an ingenious proof of PE.l based solely 
on first and second order stochastic dominance preference, and hence similarly inde­
pendent of the expected utility hypothesis. 

The robustness of PE.2 and PE.3 to non-expected utility can be demonstrated by 
using the same type of proof that Karni used to generalize PE.!. We present an infor­
mal sketch here. Let (1*(.), rc*) be a Pareto efficient insurance contract between Vl) 
(which is risk averse) and \1;0, under the assumptions of either PE.2 or PE.3.26 In 
such a case, no joint differential change27 (AlO, ~rc) from (1*(·), rc*) that continues 
to satisfy the conditions V2( W2 + rc - C(I( em = V2( W2) and 0 ::; I( €) ::; € should 
be able to raise the value of VI(WI - rc - e + I(e». However, from the cumulative 
distribution function version of (15), the effect of any such differential change 
(MO, ~rc) from (1*0, rc*) upon the value of VI(WI - rc - e + I( €» is given by the 
expression 

(41) 

and similarly, the effect of any differential change (MO, ~rc) from (1*(.), rc*) upon 
the value of V2(W2 + rc - C(I(em is given by 

fM U{(W2 + rc* -C(I*(f»; Fw2 + n*-c(I*(7)))' [~rc - C'(I*U)· M(f)]· dF1U) (42) Jo 

Thus, any solution (1*(·), rc*) to (40) must satisfy the following property: 

"No differential change (M('), ~1t) that makes (42) equal to zero can make (41) 
positive." 

However, this is precisely the statement that the contract (1*('), 1t*) satisfies the 
first order conditions for the expected utility problem (36), for the fixed von Neumann­
Morgenstern utility functions UIC") = UI(·; F",-n*-i+I*(f) (which is concave) and UzC) 
= Uk; Fw,+n*-C(I*(€)) (which under PE.2 is also concave), and we know from the 
expected utility versions of PE.2 and PE.3 that any pair (1(.), 1t) that satisfies these 
first order conditions, including therefore the pair (1*(.), 1t*), must satisfy the "coin­
surance above a deductible" condition (39). Furthermore, under the assumptions of 

26 Thus, (J*(.), it*) is a solution to problem (40) for some given W, and w" though it needn't be a unique 
solution. 

27 By way of clarification, note that tm is a differential change in the scalar it, while M(-) is a differen­
tial change in the entire function 1('), in the sense being some differential change M( £) in 1(£) for every 
value of e. 
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PE.3, they must satisfy the additional property that the deductible is positive. Note 
that, like Karni, we needed to assume risk aversion of 'VI (-) (and also of ')1;0 for 
PE.2), but not outcome convexity.28 

Thus, another set of basic results in insurance theory seem to be quite robust to 
dropping the expected utility hypothesis. 

2.5 PARETO-EFFICIENT MULTILATERAL RISK SHARING 

An important part of the theory of insurance is the joint risk sharing behavior of a 
group of individuals. Research in this area was first initiated by Borch (1960, 1961, 
1962) and Wilson (1968), and the modern theory of insurance markets can truly be 
said to stem from these papers.29 

Under expected utility, this framework consists of a set {S} of states of nature, 
and m individuals, each with von Neumann-Morgenstern utility function Ul') and 
random endowment w;(S). In this chapter, we consider the special case where there 
are a finite number of states {S" ... , Sr}, and where agents agree30 on their proba­
bilities {probeS,), ... , prob(Sr)} (all positive). A risk sharing rule is then a set of 
functions {s;(-) I i = 1, ... , m} that determines person j's allocation as a function of 
the state of nature St. Under such a rule, person i's expected utility is given by 

r 

L U; (s; (St»' prob(St) (43) 
i=1 

A sharing rule {s;(-) I i = 1, ... , m} is feasible if it satisfies the constraint: 

(44) 

and it is Pareto-efficient if there exists no other feasible rule which preserves or 
increases the expected utility of each member, with a strict increase for at least one 
member. Finally, define the risk tolerance measure31 of a utility function Ul") by 

p; (x) == - U;'(x)/U/'(x) (45) 
x 

28 Readers intrigued by this type of argument are referred to Chew, Epstein and Zilcha (1988) who, under 
slightly different assumptions (namely, uniqueness of maxima) demonstrate its surprising generality. 

29 See also Gerber (1978), Moffet (1979), Biihlman and Jewell (1979) and Eliashberg and Winkler (1981) 
for important subsequent contributions, and Lemaire (1990) and Gollier (1992, Sect. I ) for insightful 
surveys. 

30 The case of differing beliefs, though clearly more realistic, is beyond the scope of this chapter. 
31 We say risk tolerance since p,(x) is the reciprocal of the standard Arrow-Pratt measure of absolute 

risk aversion. 
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In this framework, the three most basic analytical results for Pareto-efficient risk 
sharing are: 

RSI A necessary condition for a risk sharing rule {sk) I i = 1, ... , m} to be 
Pareto-efficient is that there exist nonnegative weights {All' .. , Am} such 
that 

(46) 

and under risk aversion, this is a suffiCient condition. 
RS2 Any Pareto-efficient risk sharing rule will satisfy the mutuality principle 

(e.g., Gollier (1992, p. 7», namely, that the share s;(Ot) depends upon the 
state of nature Ot only through the total group endowment w(Ot) == r.;:'l wlOt) 
in state Ot. In other words, there exist functions {x{) I i = 1, ... , m} such 
that 

(47) 

RS3 In the case of a continuum of states of nature, members' incremental 
shares {x;(w)} will be proportional to their respective risk tolerances, eval­
uated along the optimal sharing rule: 

(48) 

Do these results extend to non-expected utility? To check, take a set of m non­
expected utility maximizers with preference functions {Y{), ... , YmO}. The 
natural generalization of condition (46) would be that there exists a set of nonnega­
tive weights {All' .. , Am} such that 

(49) 

where Uk; P) and ~(-; P) are the local utility functions of YO and 1-j0, and PT 
and P1 are the probability distributions of the variables s;(Ot) and SiOt) respectively. 
To check the robustness of RS.l, assume (49) did not hold, so that there are some 
states ea , Ob and individuals i,j such that 

(50) 



The Robustness of the Classical Insurance Paradigm 67 

and hence 

(51) 

But from the n-state version of the MRS formula (16),32 this would mean that the two 
individuals' marginal rates of substitution between consumption in states Sa and Sb 
are strictly unequal, so they would have an opportunity for mutually beneficial trade. 
Thus, the original sharing rule was not Pareto-efficient. This establishes that (49) is 
indeed a necessary condition for Pareto-efficiency. A standard Edgeworth box argu­
ment will establish that is also a sufficient condition provided outcome convexity 
holds, though not otherwise. 

To check result RS.2, observe that if it did not hold, there would be two states Sa, 
Sb and an individual i such that ~;:lwiSa) = ~;:lwiSb)' but Si(Sa) > Si(Sb). But by the 
feasibility condition (44), this means that there must exist some other individual j 
such that siSa) < siOb). By risk aversion (concavity of local utility functions), this 
would imply 

(52) 

so that, as before, the two individuals have different marginal rates of substitution 
between consumption in states Oa and Sb, so the original sharing rule could not have 
been Pareto-efficient. Thus, the mutuality principle (RS.2) and the formula (47) also 
hold for non-expected utility risk sharers in this same setting. Observe that only risk 
aversion, and not outcome convexity, is needed for this result. 

Finally, to show that the continuum-state-space result RS.3 also generalizes, 
combine (47) and (49) (which both continue to hold with a continuum of states) to 
write 

Ai· U;(Xi(W); F't) == Aj . Uj(Xj(w); Fj) i, j = 1, ... , m (53) 
w 

where F10 and FjO are the cumulative distribution functions of the (continuous) 
random variables Si(O) and siO) (see note 12). Differentiating (53) with respect to w 
and then dividing by (53) yields 

i, j = 1, ... , m (54) 

31 Like the 2-state formula (16), its n-state equivalent follows immediately from equation (15). 
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and hence 

(55) 

where Pi(X; F) == -U;(x; F)/U;'(x; F) is the risk tolerance measure of the local 
utility function Uk; F). Summing over j = 1, ... , m, noting that feasibility implies 
~j=lx;(w) ~ 1, and solving gives 

(56) 

In other words, each member's incremental share is proportional to their local risk tol­
erance, evaluated along the optimal sharing rule. (Recall that since FrO, ... , F':;k) 
are the distributions of sl(8), ... , sm(8), they are determined directly by the optimal 
sharing rule.) 

What does this all imply? It is true that we need outcome-convexity to guarantee 
the sufficiency of the Pareto-efficiency condition (49). However, it remains a neces­
sary property of any Pareto-efficient allocation even without outcome-convexity. 
Otherwise, risk aversion alone (and sometimes not even that) suffices to generalize 
the basic risk sharing results RS.I, RS.2 and RS.3 to the case of non-expected utility 
maximizers. 

2.6 SELF-INSURANCE VERSUS SELF-PROTECTION 

This topic stems from the seminal article of Ehrlich and Becker (1972), who exam­
ined two important non-market risk reduction activities, namely self-insurance, 
where resources are expended to reduce the magnitude of a possible loss, and self­
protection, where resources are expended to reduce the probability of that loss. In a 
two-state framework (the one they considered), the individual's initial position can be 
represented as the probability distribution (w - e, p; w, I - p), that is to say, base 
wealth w with a p chance of a loss of e. 

The technology of self-insurance can be represented by function eo of an expen­
diture variable a E [0, M], such that the first state loss becomes e( a), where €'( a) < 
O. In that case, an expected utility maximizer's decision problem is: 

max [p. U(w - £(a)- a) + (1- p). U(w - a)] 
aE[O,M] 

(57) 

The technology of self-protection can be represented by function p(.) of an expendi­
ture variable ~ E [0, M], such that the probability of the loss becomes p(~), where 
p'(~) < O. In that case, an expected utility maximizer's decision problem is: 
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max [p(J3). U(w - Ji - P) + (1- p(J3)). U(w - P)] (58) 
~EIO,M I 

Needless to say, these activities could be studies in conjunction with each other, 
as well as in conjunction with market insurance, and Ehrlich and Becker do precisely 
that. Since then, the self-insurance/self-protection framework (with or without market 
insurance) has been extensively studied-see, for example, Boyer and Dionne (1983, 
1989), Dionne and Eeckhoudt (1985), Chang and Ehrlich (1985), Hibert (1989), Briys 
and Schlesinger (1990), Briys, Schlesinger and Schulenburg (1991) and Sweeney and 
Beard (1992). 

Konrad and Skaperdas (1993) examine self-insurance and self-protection in the 
case of a specific non-expected utility model, namely the "rank-dependent" form 
examined in Section 2.8 below. They find that most (though not all) of the expected 
utility-based results on self-insurance generalize to this non-expected utility model, 
whereas the generally ambiguous results on self-protection33 must, of necessity, 
remain ambiguous in this more general setting. 

A treatment anywhere near as extensive as Konrad and Skaperdas' analysis is 
beyond the scope of this chapter. However, we do examine what is probably the most 
"basic" theorem of self-insurance, namely that greater risk aversion leads to greater 
self-insurance, which was proven by Dionne and Eeckhoudt (1985) for expected utility 
and Konrad and Skaperdas (Proposition I) for the non-expected utility rank -dependent 
form. Here we formally show that this comparative statics result extends to all smooth 
risk averse non-expected utility maximizers, whether or not they are outcome-convex: 

Theorem 3. Assume that there are two states of nature with fixed positive pro­
babilities p and (1 - p). Let wo > 0 be base wealth, a E [0, M] expenditure on self­
insurance, and f(a) > 0 be the loss in the first state, where t"(a) < 0 and M < WOo 

Assume that the non-expected utility preference functions Y 10 and 11;0 are twice 
continuously Frechet differentiable, strictly risk averse, and that \1;(.) is strictly more 
risk averse than Yk) in the sense that -U;'(x; F)IU;(x; F) > -U;(x; F)IU;(x; F) for 
all x and F(-). Consider the problem: 

max YCwo - Ji(a)-a, p; Wo -a, 1- p) i = 1,2 
"EIO,M] 

(59) 

If at is the smallest solution to this problem for \1;(.), and ai is the largest solu­
tion for 11;(.), then at ~ at, with strict inequality unless at = 0 or at = M. 

Proof in Appendix 

In other words, regardless of the possible multiplicity of optima due to non­
outcome convexity, we will never observe the more risk averse first individual choos-

33 Dionne and Eeckhoudt (1985), for example, show that greater risk aversion can lead to either more 
or less self-protection. 
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ing less self-insurance than the second individual, and the only time they would ever 
choose the same level is if the productivity of self-insurance is so weak that zero is 
an optimum even for the first individual (in which case it is the only optimum for the 
second) or else the productivity is so strong that full self-insurance (ex = M) is an 
optimum even for the second individual (in which case it is the only optimum for the 
first). 

2.7 OUTCOME KINKS AND FIRST ORDER RISK AVERSION 

Although the expected utility axioms neither require nor imply that preferences be 
differentiable in the outcome levels, the classical theory of insurance has followed the 
standard theory of risk aversion in usually assuming that U(-) is once (or twice) dif­
ferentiable in wealth. But this needn't always be the case, and in this section we present 
some of the classical insurance model's results concerning kinked utility functions, 
and explore their robustness. 

There are several situations where an expected utility maximizer's utility 
function-that is, the utility function they apply to their insurance decisions­
might exhibit outcome kinks, even though their underlying risk preferences 
may be smooth in the payoffs. The simplest and probably most pervasive are piece­
wise linear income tax schedules, which imply that the utility of before-tax income 
will have kinks at the boundaries of each tax bracket. However, other cases where the 
marginal utility of money may discontinuously change include bankruptcy, and cases 
where a certain minimum level of wealth is needed for the acquisition of some 
indivisible good. 

Figures lOa and lOb illustrate a risk averse von Neumann-Morgenstern utility 
function U(-) with a kink at x = 100, and its indifference curves in the Hirshleifer­
Yaari diagram for fixed state probabilities Ph P2. Since MRSn;(xh X2) = -( U(XI)' 
PI)/(U(X2) 'P2) (eq.(2», these indifference curves will be smooth and tangent to the 
iso-expected value lines34 at all certainty points (x, x) except the point (l00, 100), 
where there will be a convex (bowed toward the origin) kink. The curves will also be 
smooth at all uncertainty points (XI, X2) except where XI or X2 equals 100 (i.e., along 
the vertical and horizontal dotted lines), where they will again have convex kinks. But 
even at these kinks we have a version of the MRS formula (2), this time between the 
left/right derivatives of U(-) and what may be called the left/right marginal rates of 
substitution: 

MRS (x x) _ U{(XI)' PI 
EU,L I, 2 - - U' ( ) -

R X2 . P2 
(60) 

34 For clarity, the iso-expected values lines are not shown in Figure lOb, but do appear in Figure lla. 
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V(-) 

100 

100 x o 100 XI (b) 

Figures lOa and lOb A Kinked von Neumann-Morgenstern Utility Function and 
Its Indifference Curves 

Besides (60), the directional outcome derivatives also satisfy more general prop­
erties. For example, even at its kink points (x 10 100), (100, X2) or (100, 100), we obtain 
the standard formulas linking the directional total derivatives and directional partial 
derivatives, for example 

dYEU(Xl +a· t, PI; X2 + ~. t, P2)1 

dt R 1=0 

=a. aYW (XhPl;X2,P2) +~. aI1W (XJ,PI;X2,P2) a,~>O 
axfax: 

(61) 

Similarly, even when integrating along a line of kink points, say from (50, 100) to 
(150, 100), the fundamental theorem of calculus continues to link the global change 
in the preference function with its directional partial derivatives along the path, e.g. 

(62) 

That is, even if U(-) has a kink (or several kinks), the outcome kinks of the expected 
utility preference function YEu(XI, PI; X2, P2) = U(XI) 'PI + U(X2) 'P2 (and its general 
form YEU(XIoPI; ... ; X.,Pn) = I.7=1 U(xJ 'p;} are seen to be "well-behaved," in that they 
satisfy the above local and global properties of what is sometimes called the calcu­
lus of directional derivatives. 

On the other hand, such expected utility maximizers do not satisfy result CO.2 of 
Section 2.3. I-that is, they may purchase full insurance even when it is actuarially 
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unfair. This is illustrated in Figure lla, where an individual with an uninsured posi­
tion at point C, and facing an actuarially unfair budget line, maximizes expected utility 
by choosing the fully insured point (100, 100). However, if U(-) only has a single kink 
(or isolated kinks), this ~ill be a knife-edge phenomenon: It is true that it can occur 
for any uninsured point Clying above the iso-expected value line through (100, 100) 
and b~low the subtangents of the indifference curve at that point. However, from any 
such C there is exactly one loading factor that will lea~ the individual to choose full 
insurance. Any greater or lesser loading factor from C leads to a partial insurance 
optimum on a higher or lower indifference curve than the one through (100, 100), and 
off of the certainty line. 

Figure 11 b illustrates another implication of kinked utility which is not a knife 
edge phenomenon. The uninsured positions A, B, C, D, E lie along a line of slope one, 
that is, they differ from each other only in the addition/subtraction of some sure 
amount of wealth. As such wealth increases raise the initial position from A to E, the 
optimal point first moves straight upward to (100, 100), then straight rightward. In 
other words, as wealth grows, the amount of loss insured rises to completeness and 
then starts to drop, so the Engle curve for insurance is first rising, then falling. To see 
that this is not a knife-edge implication, observe that since the optimal points are all 
convex kinks, this can occur for a range of loading factor values. 

Segal and Spivak (1990) have defined and characterized the general behavior 
property corresponding to outcome kinks at certainty, and the sense in which risk pref­
erences about such kinks are qualitatively different from smooth preferences about 
certainty points. Given an initial wealth x* and a nondegenerate zero-mean risk £, let 
1t(t) denote the individual's risk premium for the additive risk t· £, so the individual is 

(a) 0 

100 

A 
OL-------~IOO~----~~----~xl (b) 

Figures lla and llb Full Purchase of Actuarially Unfair Insurance; Wealth Effects 
on the Demand for Coinsurance 
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indifferent between the sure wealth x* - net) and the risky wealth x* + t· E. Note that 
nCO) = O. Segal and Spivak define a risk averter as exhibiting 

first order risk aversion at x* if n'(O);t 0 

second order risk aversion at x* if n'(O) = 0 but n"(O);t 0 

Segal and Spivak show that if an individual (expected utility or otherwise) exhibits 
first order risk aversion at wealth level x*, then for small enough positive k, they will 
strictly prefer x* over the random variable x* + t· (k + E) for all sufficiently small 
t> O. This can be seen in Figure lla, with x* = 100, x* + 1·(k + E) being the pre­
insurance point C (with greater risk and greater expected value than x*), and where 
the property "x* > x* + I' (k + E) for small enough t" is seen by the fact that the sure 
point (l00, 100) is strictly preferred to nearby points on the insurance budget line. 
Segal and Spivak (1990) provide the following expected utility results linking prop­
erties of a utility function to its order of risk aversion about wealth x*: 

SS.l If a risk averse von Neumann-Morgenstern utility function U(·) is not dif­
ferentiable at x* but has well-defined and distinct left and right derivatives 
at x*, then the individual exhibits first order risk aversion at x* 

SS.2 If a risk averse von Neumann-Morgenstern utility function U(-) is twice 
differentiable at x* with U'(x) ;t 0, then the individual exhibits second 
order risk aversion at x* 

Segal and Spivak's ideas, and their relevance to insurance, are not limited to pref­
erences about complete certainty. An individual with the utility function as in Figure 
lOa, with a kink at x*, will also exhibit conditional first order risk aversion about 
wealth level x*: Consider any risk of the form [p chance of x* + I'E: (l - p) chance 
of xl. Such distributions can arise in cases of uninsured states, such as war or certain 
"acts of God," in which no insurance indemnity is paid. Many (most?) insurance con­
tracts explicitly specify such states, and usually retain the premium payment if they 
occur. The risk premium n(t) in such cases solves 

p' E[U(x*+t· £)]+(l-p). E[U(x)] = p. U(x*-n(/»+(l- p). E[U(x -net»~] (63) 

For contracts that refund the premium if an uninsured state occurs, the final term in 
this equation becomes (l - p). E[U(x)]. In either case, we will again get 1t(0) = 0 and 
n'(O) ;t 0. 35 

35 Can Figures II a and II b also be used to illustrate the demand for conditional insurance in states I 
and 2 when states 3, ...• n are uninsured? Only when the insurance contract refunds the premium in every 
uninsured state. If the premium is retained in every state, then moving along the coinsurance budget line 
in the figure also changes the outcomes in states 3, ... , n, so the x" X, indifference curves in the figure 
will shift. 
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Are these expected utility results robust when linearity in the probabilities is 
relaxed to smoothness in the probabilities? Segal and Spivak (1990, 1997) have 
already generalized SS.1 and SS.2 from von Neumann-Morgenstern utility to local 
utility functions: Given a risk averse non-expected utility YO, if its local utility func­
tion U(x; P~) at the degenerate distribution P~ = (x*, 1) has a kink at x = x*, then YO 
will exhibit first order risk aversion at x*. Similarly, if Y(')'s local utility functions 
are all twice differentiable (and U(x; P), U(x; P), U'(x; P) are all continuous in P), 
then YO will exhibit second order risk aversion at all wealth levels. Their robust­
ness proofs can also be extended to cover conditional first and second order risk 
averSIOn. 

The above diagrammatic and comparative statics analysis is also robust to the 
case of smoothness in the probabilities. For example, let <1>(x) denote the after-tax 
income corresponding to a pre-tax income of x, and let <1>0 have a kink (with left/right 
derivatives) at x = 100. Given any underlying preference function YO over proba­
bility distributions of after tax income that is outcome-smooth (i.e., satisfies (15)), the 
individual's preferences over probability distributions of pre-tax income are given by 

the preference function Yep) == Y(x" PI; ... ; X.,Pn) == Y(<1>(XI),PI;' .. ; <1>(Xn),Pn) == 
Y(<1>(P)), where <1>(P) denotes the probability distribution (<1>(XI), PI; ... ; <1>(xn), Pn). 
YO's outcome kinks can be shown to be "well-behaved" in the sense described above, 
and YO has local utility function and regular/directional outcome derivatives 

U(x; P) == aY(x), PI; ... ; xn, Pn) == aY(<1>(xl), PI; ... ; <1>(xn), Pn) 
aprob(x) aprob(<1>(x)) 

== U(<1>(x); <1>(P)) (64) 

aY(p) _ aY(<1>(XI),PI; ... ;<1>(Xn ),Pn) , () 
axiB/l/R - a <1>(xi ) . <1>B/L/R Xi (65) 

where "B/L/R" denotes either the regular ("Bi-directional") derivative if it exists, or 
otherwise the appropriate left/right derivative. Together, (64), (65) and outcome­
smoothness of YO imply the regular/directional derivative version of the key gen­
eralized expected utility formula (15): 

(66) 

This again yields the MRS formula MRS--y(xl, X2) = -(U(XI; PXI • X,) 'PI)/(U(X2; PXI,x,)' 

P2) at all smoothness points (where XI *' 100 *' X2), and the left/right MRS formulas 

U'(x . p )-
MRS ( ) _ R I, XI,X2 • PI 

Y,R XI,X2 - -'( ) 
UL X2; PXI,x, • P2 

(67) 
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when XI and/or X2 equals 100. Thus, 11(-)'s indifference curves are again smooth except 
for kinks at (100, 100) and on the verticallhorizontal lines XI = 100 and X2 = 100. 
Finally, if preferences are also outcome-convex, then 11(-)'s indifference curves will 
look almost exactly like those in Figure lOb, except that they will generally not satisfy 
the rectangle property of Section 2.2.1. This implies that both the full insurance 
phenomenon and "increasing then decreasing absolute risk aversion" phenomenon 
of payoff-kinked expected utility preferences will continue to hold.36 In other words, 
these expected utility implications of non-differentiabilities in the outcomes 
("outcome-kinks") are robust to dropping linearity in the probabilities. 

A few specific non-expected utility functional forms for l1(x], PI; ... ; X., Pn), 
and researchers who have studied them, are: 

moments of utility g(I.7:IU(X;}Pi, I.b,IU(Xi (Pi, I.7:IU(Xi (Pi) Hagen (1989) 

quadratic in probabilities37 I.7:IU(XJpi + [I.7:IK(xJpit Machina (1982) 

weighted utility [I.7:IU(Xi)·Pi]/[I.7:1't(Xi}Pi] Chew (1983) 

These forms all share the flexibility of expected utility, in that they can be used to 
represent outcome-smooth preferences, by choosing smooth constituent functions g(.), 
u(-), K(') and/or 't(.), or used to represent preferences with fixed-location outcome­
kinks as in Figure lOb, by choosing continuous constituent functions with kinks at 
those outcome values (or by the method of the previous paragraph). In the latter case, 
these forms will still: have local utility functions; satisfy the standard generalized 
expected utility properties concerning risk aversion, etc.; have what we have called 
well-behaved outcome kinks; satisfy the directional outcome derivative formula (66); 
and exhibit the first order and conditional first order risk aversion properties described 
above. 

2.8 EXTENSIONS AND LIMITS OF ROBUSTNESS38 

No theory can be robust to dropping all of its structure. We have seen that much of 
the classical theory of insurance, derived under the assumption that preferences are 
linear in the probabilities, extends to preferences that are smoothly nonlinear in the 
probabilities. At this point, it is natural to ask if this robustness extends any further, 
and if so, how far. 

36 Since the kinks generated here are convex kinks, this may occur even without full outcome 
convexity. 

17 This form is a special case of the more general quadratic form ~;"l ~j"IK(x" x;)'p,'pj studied by Chew, 
Epstein and Segal (1991). Those researchers have shown that when the function K(x" x;) is not smooth but 
rather takes the Leontief form K(x" x) = min {x" Xj}, then preferences will not satisfy all the generalized 
expected utility robustness results. This type of issue is addressed in the following section. 

38 The material in this section, adapted from Machina (2000), owes much to the insightful comments in 
Karni (1995) and to subsequent discussions with Edi Karni, who is not responsible for its content. 
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By way of further Extensions, we have seen in the previous section how calculus 
can also be used for the exact analysis of non-differentiable functions, as long as they 
are not too non-differentiable. Consider the most basic result linking a function and 
its derivatives, namely the Fundamental Theorem of Calculus, which states that any 
globally smoothjO: Rl ~ Rl can be completely and exactly characterized in terms 
of its derivatives, via the formula fix) ;: fiO) + fo/'( 0). dO). Global differentiability is 
not required for this formula to be exact: A continuous fi·) can have a finite or even 
countably infinite number of isolated kinks and the formula will still hold-we simply 
"integrate over the kinks." We have seen how this feature also holds in multivariate 
calculus: Provided the kinks in a multivariate function are "well-behaved," the Fun­
damental Theorem still links global changes in the function to line integrals and path 
integrals involving its partial derivatives. To get the total derivative of a function when 
its variables change, we simply paid attention to the directions in which they change, 
and used the appropriate left/right partial derivatives. 

The application of these ideas in Section 2.7 involved kinks and directional deriv­
atives in the outcomes. However, the mathematics applies equally well to changes in 
the probabilities, which we have seen to be the key independent variables of gener­
alized expected utility analysis. Since a good proportion of generalized expected 
utility robustness results are obtained by use of line or path integrals over probabil­
ity distributions, they will similarly extend to preferences with sufficiently well­
behaved kinks in the probabilities, by the appropriate use of directional probability 
derivatives ("directional local utility functions"). 

But by way of Limits, we know that there also exist functions whose kinks are 
too nondifferentiable, even for the calculus of directional derivatives. The standard 
example of this in economics is the Leontief function L(Zh Z2) = min{zh Z2}, which 
fails to satisfy the standard relationship between total and partial derivatives at any of 
its kink points, even when directions are taken into account, for example 

dL(z+a.t,z+~.t)1 dL(z,z) A dL(z,z) 
R i:a· "\ R +1-" R 

dt 1=0 OZI dZ2 
a,~>O (68) 

and hence (for a = ~ = I) 

dL(z, z) iJL(z, z) iJL(z, z) 
-'-'-"':" i: + -'-'--'-

dz R dz~ dzf 
(69) 

It turns out that one of the most important non-expected utility functional forms 
has Leontief-like outcome kinks that make it only partially amenable to generalized 
expected utility analysis. This form, first proposed by Quiggin (1982),39 is now known 
as the "expected utility with rank-dependent probabilities" or simply rank dependent 

39 See also Weymark (1981) and Yaari (1987), who each independently proposed a special case of this 
functional form (the former in the context of inequality measurement), and Allais (1988). 
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form. In our setting of arbitrary finite-outcome distributions P = (Xi> PI; ... ; Xm Pn), 
it takes the form 

Y(XI, PI;"'; Xn, Pn) 

= U(XI)' G(PI) 

+U(Xl)·[G(PI +Pl)-G(PI)] 

+ U(X3)' [G(PI + Pl + ih)- G(PI + P2)] 

+ U(Xn_l) . [G(PI + ... + Pn-I) - G(PI + ... + Pn-l)] 

+ u(xn H GO) - G(PI + ... + Pn-I)] 

= L 7=lu(xj)' [G(L J=IPj)- G(L 'i~IIPJ] (70) 

where XI,PI denotes the lowest outcome in the set {Xi> ... , xn} and its associated prob­
ability, Xl. P2 denotes the second lowest outcome in {Xi> ... , xn} and its probability, 
etc. When two or more X j values are equal, ties in defining the variables (Xi> PI), ... , 
(x", Pn) can be broken in any manner. 

Provided GO is differentiable, the rank-dependent form is differentiable in the 
probabilities at any P = (Xi> PI; ... ; Xn, Pn), and as shown by Chew, Karni and Safra 
(1987) (or by equation (14)), has local utility function40 

U(X; P) = u(x)· G'(L }=IPJ+ L k+IU(X;)' [G'(L J=IPJ)-G'(L j-;!IPJ] 

X E [Xb xk+d (71) 

U(·; P) is seen to consist of "piecewise affine transformations" of the function u(-), 
over the successive intervals [Xi> X2), ... , [Xh Xk+I), ... 41 The rank dependent form 
exhibits first order stochastic dominance preference if and only if uO is an increas­
ing function, which from (71) is equivalent to the condition that U(-; P) is increasing 
in X at all P. Chew, Karni and Safra (1987) showed that the form is globally averse 
to mean preserving spreads if and only if uO and GO are concave, which is equiv­
alent to U(·; P) being concave in X at all p.42 They also showed that one rank depen­
dent preference function Y*O is more risk averse than another one YO if and only 
u*O and G*O are concave transformations of uO and GO, which is equivalent to 
the condition that at each P, is U*(·; P) is some concave transformation of U(-; P).43 

40 For the following equation, define Xo (resp. x,+,) as any value lower (resp. higher) than all of the out­
comes in P. 

41 I.e., U(-; P) '" ak'U(') + b, over [Xb X'+I), where a, = G'('"L7oli1) and b, = '"L7o'+IU(X,)' [G'(L}olpJl- G' 
(L;~:p)l are constant over each interval [x" X,+,). 

42 From Note 41, uO concave is necessary and sufficient for U(-; P) to be concave within each interval 
[x" X'+I), in which case GO concave (hence G'(-) decreasing) is necessary and sufficient for U(·; P) to be 
concave across these intervals. 

43 Again from Note 41, comparative concavity of u*(-) and uO is necessary and sufficient for compar­
ative concavity of U*(·; P) and U(·; P) within each interval [Xi, Xi+I), in which case comparative concavity 
of G*O and GO (G*'O decreasing proportionately faster than G'O) is necessary and sufficient for com­
parative concavity of U*(-; P) and U(-; P) across these intervals. 
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Thus, many of the basic results of generalized expected utility analysis from Section 
2.2.2 do apply to the rank dependent form. 

However, neither the important relationship Cl Y(P)/ClXi = U(Xi; P) 'Pi (eq. (15» 
linking the local utility function to the outcome derivatives, nor its directional gener­
alization (66), hold for the rank dependent form, even when u(') and GO are fully 
( even infinitely) differentiable. The failure of (15)/(66) can be verified by deriving 
ay(p)/aXi from (70), deriving U(Xi; P) (which has distinct left and right derivatives) 
from (71), and observing they do not satisfy either (15) or (66). At this point-that 
is, in the analyses of rank dependent outcome changes-the calculus of generalized 
expected utility analysis finally breaks down.44 

It is worth noting that the breakdown of (15)/(66) is not so much due to difficul­
ties with the probability derivatives of the rank dependent form (recall the discussion 
following (71», but rather to difficulties with its outcome derivatives, which exhibit 
the kind of Leontief-style kinks that exhibit the failures (68) and (69). For example, 
at any distribution P = ( ... ; Xi, Pi; ... ; Xj' Pj; ... ) = ( ... ; X, Pi; ... ; X, Pj; ... ) whose 
outcomes Xi and Xj have a common value, the rank dependent formula (70) will imply 

dYe .. ; X, Pi;'" ;x, Pj; .. . ) 

dx R 

aYe .. ;x, Pi;' .. ;x, pj; ... ) aYe .. ;x, Pi;'" ;x, Pj;' .. ) 
"# +-----=-----"-'---

aXjR ax! 
(72) 

that is, the marginal benefit of increasing the common wealth level on the two-state 
event {i, j} is not the sum of the marginal benefits in the individual states. For non­
linear GO, this breakdown of the total derivative formula is generic, and can be shown 
to extend to constant-wealth events involving any number of states.45 In other words, 
the calculus of directional outcome changes-and with it the generalized expected 
utility formulas (15)/(66)-breaks down for the rank dependent form.46 

Should this be interpreted as a fundamental incompatibility between generalized 
expected utility analysis and the rank dependent functional form, so that insurance 
researchers must abandon either one or the other? No. Recall from the discussion fol­
lowing equation (71) that the two are in large part compatible. In addition, the rank 

44 For a discussion of this breakdown in the case of general probability distributions F(·). see Chew, 
Karni and Safra (1987) and Chew, Epstein and Segal (1991). 

45 This breakdown occurs in even the simplest of cases: the rank dependent formula (70) implies J'V(x, 
'I,; x, '/2)1tb! = u'(x)"# u'(x)'[l - G('/,)] + u'(x)'[l - G('/,)] = <lY(x, 'I,; x, '/,)I<lxf + <lY(x, 'I,; x, '/,)I<lxf. 

46 One might argue that inequality (72) cannot be a reason for difficulty with the term <l y(p)/aXi in (15), 
since for given P there will typically not be any other outcome with the same value as Xi, so a y(p)/aXi 
will typically not represent any partial derivative on the right side of (72). But since YO treats the dis­
tributions ( ... ; Xi, Pi; ... ) and ( ... ; Xi, p/2; Xi, p/2; ... ) as identical, every term <l Y(p)/axi = <l Y(. .. ; Xi, 
Pi; .. . )laXi = dY(. .. ; Xi, p/2; Xi, p/2; .. . )Idxi always corresponds to the total derivative on the left side of 
(72). Although the expression U'(Xi; P)'Pi from (15) and its directional analog in (66) are both seen to be 
additive with respect to such a division and partial shifting of the mass at Xi, (72) shows that a Y(P)/<lxi 
cannot be. 
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dependent form has proven to be very analytically useful,47 and for many questions, 
the presence/absence of outcome kinks will have no bearing on the results. When it 
does have bearing,48 the choice between using an outcome-smooth preference func­
tion or the rank dependent form is no different than similar choices in other branches 
of economics, which treats both calculus and Leontief-type functional forms as indis­
pensable tools. 

2.9 INSURANCE AS A SOURCE OF NON-EXPECTED 
UTILITY PREFERENCES 

Throughout this chapter, we have explored how the extension from expected utility 
to more general non-expected utility preferences does, or does not, affect the 
classical theory of insurance. As final topic, we consider the opposite direction 
of influence-namely, how an individual's opportunity to insure against some 
risks will generally induce non-expected utility preferences over the other risks they 
face. 49 

The theory of insurance in the presence of uninsurable risks has been well-studied 
in the literature.5o Consider an individual whose final wealth w = x + y consists of 
a foreground risk variable x and an independent background risk variable y, with 
respective distributions P = (x" PI; ... ; x", Pn) and Q = (y" ql; ... ; Ym, qm). The dis­
tribution of w is thus given by the additive convolution P Ef> Q of these two distrib­
utions, that is, by the distribution 

(73) 

i=l •... ,n 

}=l, ... ,m 

We assume that the individual's underlying preference function YO takes the 
expected utility form, with von Neumann-Morgenstern utility function UO. The 
expected utility of wealth w = x + y can then be written as 

47 See, for example, Roell (1987), Quiggin (1982,1993), Ritzenberger (1996) and Bleichrodt and 
Quiggin (1997). 

48 The rank dependent form is sometimes justified on the grounds that its outcome kinks at certainty are 
needed to explain the fact that many individuals purchase complete insurance even though it is actuarially 
unfair. But from Note 20, we have seen that full insurance is also purchased by all risk averters with smooth 
preferences whose personal subjective probabilities are sufficiently more pessimistic than those of the 
insurer. 

49 The following is an example of the general observation of Markowitz (1959, Ch.II), Mossin (1969), 
Spence and Zeckhauser (1972) and others that induced risk preferences are generally not expected utility 
maximizing. 

50 E.g., Alarie, Dionne and Eeckhoudt (1992), Gollier and Pratt (1996), Mayers and Smith (1983), 
Nachman (1982), Pratt (1988), Pratt and Zeckhauser (1987), and the chapter by Gollier and Eeckhoudt 
(2000) in this volume. 
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" 
== IuQ(x,)' p, (74) 

i=l 

where for any distribution Q = (yt, q,; ... ; Ym, qm), the utility function UQO is defined 
by 

def m 

UQ(x) == IU(x + Yi) .qj 
}~1 

(75) 

Note that for any background risk variable Yo with fixed distribution Qo, the individ­
ual's preferences over alternative foreground risks x-that is, their preferences over 
P distributions-are given by the expected utility preference function 

def n 

YQo (p) == Yep liB Qo) == I UQo (X,)"p, (76) 
i=l 

Equation (76) is a very important result in the standard expected utility theory of 
insurance. It states that as long as the background risk Yo is independent and has 
a fixed distribution Qo, the individual's preferences over alternative foreground risks 
x will inherit the expected utility form, with Qo influencing the shape, but not the 
existence, of the induced von Neumann-Morgenstern UQoO. In other words, fixed­
distribution background risk does not lead to departures from expected utility prefer­
ences over foreground risk variables. Since virtually all real-world insurance policies 
leave at least some background risk, equation (76) a provides a crucial justification 
for the assumption of expected utility preferences in the analysis of real-world insur­
ance problems. 51 

However, say the background variable y constitutes some insurable form of risk. 
That is, say the individual has the option of purchasing some form and/or level of 
insurance on y, such as full or partial coinsurance, or full or partial deductible. In the 
most general terms, we can represent this by saying that the individual can select a 
particular variable Yw, with distribution 

(77) 

out of some set {Yw I (0 E Q}, where the index (0 E Q represents the forms and/or 
levels of insurance available to the individual. (Note that not only do the payoffs Y}.w 

and probabilities qj.O) depend upon (0, but so can the number of different outcomes mO). 

51 See Pratt (1964, Thm.S), Kreps and Porteus (1979), and Nachman (1982) for analyses of 
how various properties of the underlying utility function UO do/do not carryover to the derived utility 
function UQ(·). 
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This reflects the fact that insurance can sometimes affect the number of different pos­
sible outcomes faced.) 

Given this, the individual's preferences over foreground risks x (i.e., P distribu­
tions) are represented by the induced preference function 

def n 

Y* (P) == max Yep EB Q"J == Yep EB Q"m) == L UQWIPI (Xi)' Pi 
wen i=1 

(78) 

where 

def 

m(P) == arg max Yep EB Q",) (79) 
"'En 

Observe how the "insurable background risk" preference function Y*O from (78) 
differs from the "fixed background risk" function V QoO from (76). Since the choice 
of P can now affect the background risk distribution Q(Jl(P) and hence the function 
UQ",(p{), the preference function Y*O over foreground risk distributions P no longer 
takes the expected utility form, even though the individual's underlying preferences 
over wealth distributions are expected utility. 

Such preferences depart from linearity in the probabilities in a very specific direc­
tion. Any induced preference function Y*O from (78) must be quasiconvex in the 
probabilities: that is, if the distributions P = (XI. PI; ... ; Xm Pn) and p* = (xt, pt; 
... ; x~*, p~.) satisfY Y*(P) = \1*(P*), then 

Y*(A.· P+(1-A.)· P*)~ Y*(P) = Y*(P*) for all A. E [0,1] (80) 

where the A.:(l - A.) probability mixture of P and p* is defined by52 

(81) 

To see that Y*O will be quasiconvex in the probabilities, note that since YO is 
linear in the probabilities, we have Y(A.· P + (1 - A.) . P*) == A.. Yep) + (1 - A.) . Y(P*», 
so that 

Y*(A.· P+ (I-A.). P*) = Y((A.· P+ (I-A.). P*) EBQ",(AP+(H.)P*» 

= A. . Yep EB Q"'(AP+(I-A)P*» + (1- A.) . Y(p* EB Q"'(AP+O-A)P*» 

~ A.. max Yep EB Q",) + (1- A.). max Y(p* EB Q",) 
wen wen 

= A.. Y*(P)+ (1- A.). Y*(P*) 

= Y* (P) = Y* (P*) (82) 

52 Thus, A' P + (I - A)' P* is the single-stage equivalent of a coin flip that yields probability A of winning 
the distribution P and probability (1 - A) of winning P*. 
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In other words, the insurability (even partial insurability) of background risk induces 
preferences over foreground risks that depart from expected utility by exhibiting 
a weak (and what could well be strict) preference against probability mixtures of 
indifferent lotteries. 

In those situations where the distribution Q", is smoothly indexed by 0) (e.g., coin­
surance), and when the optimal choice O)(P) varies smoothly in P, induced prefer­
ences will turn out to be smooth in the probabilities. In such cases, the special structure 
of (78) allows us to apply the envelope theorem to obtain a class of very powerful 
results. Since the first order condition for the maximization problem (79) is 

n n 

= L UQro(P)+dro (Xi)' Pi - L UQro(P) (Xi)' Pi 
i=l i=t 

for all dO) such that 
O)(P) + dO) E n 

it follows from (78) that the local utility function U*(-; P) of Y*O is given by 

U*(X; P) == aY*(p) == dL:YQro(p) (Xi) . Pi 
x a prob(x) d prob(x) 

= U () dL;~1 UQro (Xi)' Pi 
- Qro(P) X + dO) 

"'~"'(P) 

""" 
== UQro(P) (x) == LU(x + y/O)). qj(O) 

j~1 

(JO)(p) 

aprob(x) 

(83) 

(84) 

This implies, for example, that concavity of U(-) will be inherited by the local utility 
function U*(·; P) at every P, so that risk averse underlying preferences will imply 
a risk averse preference function 1'*0 over foreground risks. Similarly, the property 
of third order stochastic dominance preference (positive third derivative of U(-)53 is 
inherited by the local utility functions U*(-; P), and hence by Y*o. Thus, although 
the property of expected utility maximization is not robust to the existence of 
insurable background risk, properties such as risk aversion and third order stochas­
tic dominance preference can be robust. Further analyses of such induced preferences 
can be found in Kreps and Porteus (1979), Machina (1984) and Kelsey and Milne 
(1999). 

2.10 CONCLUSION 

Although the reader was warned that this robustness check would be more "broad" 
than "deep," even so, it is of incomplete breadth. There are several other important 

53 E.g., Whitmore (\970). 
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topics in the theory of insurance that remain unexamined. One is the effect of changes 
in risk (as opposed to risk aversion) upon the demand for insurance. This has been 
studied in the expected utility framework by Alarie, Dionne and Eeckhoudt (1992). 
The results of Machina (1989) on the robustness of the classic Rothschild-Stiglitz 
(1971) comparative statics analysis suggests that this might be another area in which 
standard expected utility-based results would generally extend. 

Another potentially huge area is that of insurance under asymmetric information. 
This has already played an important role in the motivation of much of insurance 
theory, as for example, in the theory of adverse selection (e.g., Akerlof (1970), Pauly 
(1974), Rothschild and Stiglitz (1976)), and the theory of moral hazard (e.g., Arrow 
(1963,1968), Pauly (1968), Dreze (1986), Shavell (1979».54 Although this work has 
been primarily built on the basis of individual expected utility maximization, many 
of its classic results do not depend upon the expected utility property and hence can 
be expected to be robust. For example, the classic "lemons problem" of Akerlof (1970) 
derives from the effect of adverse selection on beliefs (i.e., actuarial or subjective 
probabilities) and hence is presumably quite robust to whether risk preferences are or 
are not expected utility. Similarly, the well-known Rothschild and Stiglitz (1976) 
analysis of pooling versus separating equilibria in insurance markets is conducted 
in the Hirschleifer-Yaari diagram, and although they do assume expected utility max­
imization, their results can be seen to follow from risk aversion and outcome­
convexity of indifference curves. 55 

A final area is that of insurance under ambiguity, i.e., the absence of well-defined 
subjective probabilities. Although formal research on ambiguity and insurance has 
already begun (e.g., Hogarth and Kunreuther (1989, 1992a, 1992b), the nature of many 
non-expected utility models of choice under ambiguity56 departs sufficiently from 
classic expected utility theory that the robustness of standard insurance results to 
ambiguity is still very much an open question. 

Important papers on non-expected utility and insurance, from various perspec­
tives, include Cohen (1995), Doherty and Eeckhoudt (1995), Gollier (2000), Karni 
(1992, 1995), Konrad and Skaperdas (1993), Schlesinger (1997), Schmidt (1996), 
Schlee (1995) and Viscusi (1995). Non-expected utility researchers have been, and 
will continue to be, beholden to the fundamental contributions of expected utility the­
orists in the study of insurance. For the most part, the increased analytical and empir­
ical power that non-expected utility models and analysis can contribute to insurance 
theory will not require that we abandon or the many fundamental and foundational 
insights we have received from the expected utility model. 

54 See also the chapters by Winter (2000) and Dionne, Doherty and Fombaron (2000) in this volume. 
55 The expected utility property only enters the Rothschild-Stiglitz analysis in their eq. (4) (p. 645), 

which gives conditions for an optimal insurance contract. As in the above analyses, these first order con­
ditions will continue to hold for general (risk averse, outcome-convex) non-expected utility preferences, 
with individuals' von Neumann-Morgenstern utility functions replaced by their local utility functions. 

56 See, for example, the survey of Camerer and Weber (1992). 
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APPENDIX: PROOFS OF THEOREMS 

Proof of Theorem 1. For notational simplicity, we can equivalently rewrite (28) as 

max Y (co + p . z) i = 1, 2 
pEIO,I] 

(A.1) 

where Co = Wo - A' E[f], P == (1 - a), and z == A' E[€] - € with cumulative distribution 
function F;k), Proving the theorem is then equivalent to proving that if p~ is the largest 
solution to (A. 1) for 1110, and p! is the smallest solution for 112(,), then pi:5 p!, 
with strict inequality unless pi = l. 

For all p E [0, 1] and c ~ Co, define the preference functions 

(A.2) 

where Fc+pzO is the cumulative distribution function of the random variable c + p . z. 
By construction, each function (Mp, c) is continuously differentiable and possesses 
indifference curves over the set {(p, c) I p E [0, 1], c ~ co} which are "inherited" from 
'V;('), as in Figure A.I. Since first order stochastic dominance preference ensures that 
o<plp, c)/oc > 0, these indifference curves cannot be either "backward bending" or 
"forward bending," although they can be either upward and/or downward sloping. 
Note that the horizontal line c = Co in the figure corresponds to the one-dimensional 
feasible set in the maximization problem (A.1). In other words, <Pi(P, co) equals the 
objective function in (A. I ), so pi and p! are the largest and the smallest global maxima 
of <PI(P, co) and <P2(P, co), respectively. 

We first show that, at any point in the set {(p, c) I p E (0, 1), c ~ co}, the marginal 
rates of substitution for the preference functions <PI(P, c) and <pz(p, c) must satisfy: 

MRSI Cp, c) == _ O<PI Cp, c)jop > _ O<P2 Cp, c)jop == MRS2 (p, c) 
O<PI Cp, c)joc O<P2 (p, c)joc 

(A.3) 

To demonstrate this inequality, assume it is false, so that at some such point (p, c) we 
had57 

_ O<PI (p, c)jop < k < _ Cl<p2 Cp, c)jop 
O<PI Cp, c)joc - - O<P2 CP, c)joc 

(AA) 

for some value k. Since k could have any sign, c - p . k could be either negative or 
nonnegative. 

If c - p . k < 0: In this case, c + p . z ~ 058 implies p . z + p . k > ° and hence z + k> 0, 
which implies 

57 From here until the end of the paragraph following (A.S), all equations and discussion refer to this 
point(p.c). _ _ _ _ _ 

SH Since c + p' Z 2: Co + p' z = Wo - A' £[ C] + p' (A' £[ C] - C) = p' (wo - C) + (1 - p). (wo - A' £[ ell, non-



The Robustness of the Classical Insurance Paradigm 85 

0< J (z +k)· U{(c+p' z; F;+pz)' dFz(z) (A.5) 

(A.5), (15) and (A.2) then imply 

J z . U{(c + p . z; F::+pi)' dPz (z) d1i (c + p . z)/dp d<j>2 (p, c)/dp 
k > - = - = - --'-''-'-'-'-;-::-'-f U{(c+p· z; FC+Pi )' dFi(z) al-i(c+ p' z)/ac a<!>2(r, c)/ac 

which is a contradiction, since it violates (A.4). 

If c - p' k ~ 0: In this case, (A.4), (A.2) and (15) imply 

d~ (F::+P.i )/dp J z . U(c + p . z; Fc+pz )' dPz (z) 
k ~ - = -"--;;----------

d~(Fc+P·i )/dc J U(c+p' z; Fc+pi )' dPz(z) 

so that we have 

J ( ) U(c + p . z; FC+Pi ) ( ) o ~ z +k . . dF, z 
U(c - p . k; F;+pz ) . 

J ( ) U(c + p . z; Fc +p.i ) 
= z + k· I • dFi (z) 

z+k>O UI (c - P . k; F::+pi) 

J ( ) U{(c + p . z; Fc+Pi ) ( ) 
+ z+k· ·dE z 

z+k<O U(c - P . k; Fc+Pi ) . 

< J (z+k)· U~(c+p.Z:FC+Pi) ·dPz(z) 
z+k>O U2 (c - P . k, F::+pi) 

+ J (z+k)· U~(c+p.Z:FC+Pi) ·dPz(z) 
z+k<O U2 (c - p' k, Fc+pi ) 

= J(z+k). U~(c+p.Z:FC+Pi) .dPz(z) 
U2 (c-p ·k, Fc+pi ) 

(A.6) 

(A.7) 

(A.8) 

where the strict inequality for the "z + k > 0" integrals follows since in this case we 
have c + p' z > C - p' k, so comparative risk aversion implies 0 < U;(c + p' z; 
Fc+pz)lU; (c - p . k; F c+pz) < V'z( c + p . z; Fc+pz)/ V'z( c - p' k; Fc+p,} Strict inequality for 
the "z + k < 0" integrals follows since in this case we have c + p' z < c - p . k, so the 
comparative risk aversion condition implies U;(c + p' z; Fc+p::)/U;(c - p' k; Fc+pJ > 
V'z(c + p' z; Fc+pz)/V'z(c - p' k; Fc+pz) > 0, but these ratios are each multiplied by the 
negative quantity (z + k). This once again implies (A.5) and hence (A.6) and a con­
tradiction. This then establishes inequality (A.3). 

negativity of c + p'z on the set {(p, c) I p E [0,1], c:? co} follows from nonnegativity ofwo - C and Wo­

I\' E[e]. Note that since C 2: Co > 0, the condition c - p' k < ° also implies that p must be nonzero. and 
hence positive. 
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Inequality (A.3) implies that, throughout the entire region {(p, c) I p E (0, I), 
c:2 co}, leftward movements along any <Mp, c) indifference curve must strictly lower 
<Mp, c), and rightward movements along any <Mp, c) indifference curve must strictly 
lower ~l(P, c). 

Assume p~ < p~, as illustrated in Figure AI. In this case, consider the point (p~, 
co). As we move rightward along the ~ip, c) indifference curve that passes through 
this point, the value of ~I(P, c) must strictly drop, so that ~I(P, c) strictly prefers the 
point (pi, co) to every point on the curve that lies ~o the right of (pi, co). But since 
(p~, co) is a global optimum for <Mp, co), this indifference curve must lie everywhere 
on or above the horizontal line c = co. Since a~l(p, c)/ac > 0, this implies that ~I(P, 
c) strictly prefers the point (p~, co) to every point on the line c = Co that lies to the 
right of (p~, co), which contradicts the assumption that there is a global maximum p~ 
which exceeds (i.e., lies to the right of) pi. This, then, establishes that pi :5 pi. 

To complete the proof, we must rule out pi = pi unless pi = 1. In the case pi < 
1, CO.2 and 'A, > 1 imply pi < I so we would have 0 < p! = pi < 1. However this case 
of identical interior optima would imply that both individuals' indifference curves had 
zero slope at the interior point (p~, co) = (pi, co), which violates (A3). Q.E.D. 

Proof of Theorem 2. For notational simplicity, define 

11(£, a) == 'A,. E[max{C -a, O}]+ £ - max{£ -a, O} 

= {'A,'( (£-a).dF1.(£)+a iU:2a 

'A,'L (£-a)·dFI (£)+£ iU<a 
(A9) 

This implies l1(f, a) = 11(0., a) if f:2 a, and l1(f, a) < 11(0., a) if f < a. We also have 

all(£, a) = {-'A" s: I· dF1.(£) + I = -'A,. [I - F,(a)] + I iU >0. 

aa -'A,.tMI.dFr(£) =-'A,.[I-Fi(a)] iU<a 
(A.lO) 

COL-__________ ~~.-~ ____ ~ __ ~ ______ ~----~---=~----~ 

o 
p 

FigureA.l Indifference Curve for the Preference Function <\>z(p, c) 
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For all a E [0, M] and w 2: wo, let Fa,»O denote the cumulative distribution function 
of the random variable 

W-A' E[max{2' -a, O}]- 2' + max{2' - a, O} == w- 11a, a) (A.I I ) 

and define the preference functions 

(A,12) 

By construction, each function <Ma, w) is continuously differentiable and possesses 
indifference curves over the set {(a, w) I a E [0, M], w 2: wo} which are "inherited" 
from V'X-), as in Figure A.2, Since first order stochastic dominance preference ensures 
that Cl<pla, w)/Clw > 0, these indifference curves cannot be either "backward bending" 
or "forward bending," although they can be either upward and/or downward sloping. 
Note that the horizontal line w = Wo in the figure corresponds to the one-dimensional 
feasible set in the problem (35). In other words, <pla, wo) equals the objective func­
tion in (35), so ai and a! are the largest and the smallest global maxima of <P1(a, wo) 
and <P2( a, wo), respectively, 

We first show that, at any point in the set {(a, w) I E (0, M), w 2: wo}, the mar­
ginal rates of substitution for the preference functions <P1( a, w) and <P2( a, w) must 
satisfy: 

(A.I3) 

To demonstrate this inequality, assume it is false, so that at some such point (a, w) 

we had59 

_ Cl<p1 (a, w)/Cla < k < _ Cl<p2 (a, w)/Cla 
Cl<p1(a, w)/Clw - - Cl<p2(a, w)/Clw 

(A,l4) 

for some k, Since k could have any sign, k + A' [I - Fe( a)] could be either nonposi­
tive or positive. 

If k + A' [1 - Fe(a)] :::; 0: In this case, note from (A.lO) that at the point (a, w), a dif­
ferential increase in a of da combined with a differential change in w of dw = -A' 
[1 - Fe( a)] . da has zero differential effect on w - 11 ( £ , a) for each £ < a, and a strictly 
negative differential effect on w - 11(£, a) for each £ > a. Since a E (0, M) so that 
probe e > a) > 0, this implies a strictly negative differential effect on 'Y;(Fa,w)' Hence, 
the value of dw necessary to have zero differential effect on Y1(Fa,w), must be greater 

59 From here until (A. 18), all equations and discussion refer to this point (a, w). 
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than -A' [1 - Fe( a)] . da, and hence greater than k· da. This implies that MRS! (a, w) 
> k, which is a contradiction since it violates (A.l4). 

If k + A·[l - Fc(a)] > 0: From (A.lO), this implies that k - all(e, a)/aa> 0 for 
e < a. (A.14), (A.12) and (15) imply 

k '2 _ a\l; (Fa,w)/aa = _ f( -all1~ a»)- U(w -l1(f, a); Fa,,,)' dF7 (f) 

a\l; (Fa,w)/aw f U(w -11(e, a); Fa,w)' dF7(f) 
(A.15) 

so that 

o ~ f(k -all(f, a»). U:( w -11(f, a);. Fa,,,) . dF; (f) 
aa U1 (w -l1(a, a), Fa,w) 

= f (k - all(f, a)). U:( w -11(f, a);. Fa,") . dF; (f) 
t~a aa U1(w-ll(a, a), Fa,w) 

+ f (k- all(f,a»). U:(w- ll(€,a);.F a,w) ·dFi(P) 
C<a aa U1(w-ll(a,a), Fa,w) 

= f (k- all(f,a)). U~(w-ll(a,a):Fa,w) ·dFi(f) 
C~a aa U1(w-ll(a,a),Fa,w) 

+ f (k- all(f,a)). U:(w- ll(€,a);.F a,w) ·dFi(f) 
C<a aa U1(w-ll(a, a), Fa,w) 

< f (k - all(€, a»). U~(w -l1(a, a): Fa,w) . dFi(f) 
C~a aa U2(w-ll(a,a),Fa,w) 

+ f (k- all(f,a»). U~(w-ll(f,a);.Fa,w) ·dFi(P) 
t<a aa U2 (w -l1(a, a), Fa,") 

= f (k- all(€,a»). U~(w-ll(e,a);.Fa,w) ·dFi(P) 
t~a aa U2 (w-ll(a, a), Fa,w) 

+ f (k- all(f,a»). U~(w-ll(f,a);.Fa,w) ·dFi(f) 
f<a aa U2 (w -l1(a, a), Fa,,,·) 

= f(k- aTJ(e,a»). U~(w-TJ(e,a);.Fa,w) .dFi(f) 
aa U2 (w-TJ(a,a),Fa,w) (A.16) 

Note that the "e '2 a" integrals in the fourth and sixth lines of (A. 16) are exactly equal. 
The strict inequality in (A.16) derives from the" e < a" integrals in these two lines, 
since for these integrals we have: (i) w -l1(e, a) > w -l1(a, a), so the comparative 
risk aversion condition implies U;(w - TJ(€, a»/U;(w - TJ(a, a») > U;(w - TJ(€, 
a))/U;(w - TJ(a, a» > 0; (ii) the term (k - aTJ(e, a)/aa) is positive; and (iii) since a 
E (0, M), the distribution FlO assigns positive probability to the range € E [0, a). 
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From (A. 16) we have 

0< f( k - a~~ a»). U{(w -11(£, a); Fa.w )· dF)(£) 

and hence 

a1i(Fa.w)/aa _ 
a1i(Fa.w)/aW -

(A.l7) 

d<h(a, w)/aa 
a<p2(a, w)/aw 

(A.18) 

which is a contradiction since it violates (A. 14). This then establishes inequality 
(A. 13). 

Inequality (A.l3) implies that, throughout the entire region {(a, w) I a E (0, M), 
w 2 wo}, leftward movements along any <PI(a, w) indifference curve must strictly lower 
<pzCa, w), and rightward movements along any <P2(a, w) indifference curve must strictly 
lower <PI(a, w). 

Assume a~ < ai, as illustrated in Figure A.2. In this case, consider the point (a~, 
wo). As we move rightward along the <pzCa, w) indifference curve that passes through 
this point, the value of <PI(a, w) must strictly drop, so that <PI(a, w) strictly prefers the 
point (a~, wo) to every point on the curve that lies to the right of (a~, wo). But since 
(a~, wo) is a global optimum for <P2(a, wo), this indifference curve must lie everywhere 
on or above the horizontal line w = woo Since a<pI(a, w)/aw > 0, this implies that 
<PI(a, w) strictly prefers the point (a~, wo) to every point on the line w = Wo that lies 
to the right of (a~, wo), which contradicts the assumption that there is a global 
maximum ai which exceeds (i.e., lies to the right of) a~. This, then, establishes that 
ai:::; a~. 

To complete the proof, we must rule out ai = a~ unless ai = M. In the case ai 
< M, DE.2 and A > I imply a~ > 0, so that equality of ai and a~ would imply ° < 

WII '---------=_-=:::"----....,..,.....:::"-----_---'==--.......:==--------' 
o at M 

a 

Figure A.2 Indifference Curve for the Preference Function <P2(a, w) 
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a~ = ai < M. However, this case of identical interior optima would imply that both 
individuals' indifference curves had zero slope at the interior point (ai, Wo) = (a~, 

wo), which violates (A.13). QE.D. 

Proof of Theorem 3. For all a E [0, M] and w ~ wo, define the probability 
distribution 

p".w == (wo - t'(a) - a, p; Wo - a, 1- p) (A.19) 

and define the preference functions 

(A.20) 

By construction, each function (Ma, w) is continuously differentiable and possesses 
indifference curves over the set {(a, w) I a E [0, M], W ~ wo} which are "inherited" 
from 'YO, as in Figure A.3. Since first order stochastic dominance preference ensures 
that d(Ma, w)/dw > 0, these indifference curves cannot be either "backward bending" 
or "forward bending," although they can be either upward and/or downward sloping. 
Note that the horizontal line w = Wo in the figure corresponds to the one-dimensional 
feasible set in the problem (59). In other words, <pi(a, wo) equals the objective func­
tion in (59), so ai and a~ are the smallest and largest global maxima of <PI (a, wo) and 
<P2( a, wo), respectively. 

We first show that, at any point in the set {(a, w) I a E (0, M), W ~ wo}, the mar­
ginal rates of substitution for the preference functions <pI(a, w) and <p2(a, w) must 
satisfy: 

(A. 2 1 ) 

From (A.20) and (15), we have 

d<\>1 (a, w)/da _ (1 + f/(a»· U(w - f(a) - a; P",w)' P + U(w - a; P",w)' (1- p) 
d<PI (a, w)/dw - U(w - f(a) - a; P",w)' P + U(w - a; P",w)' (1- p) 

= 1 + t"(a) 

1 ( U(w-a;P".w) ) (I-P) 
+ U(w - f(a) - a; P",w)' P 

1 t"(a) 
<+--------'---'---------

( U{(w-a;P"w) ) (I- P) 1+ '. --
U{(w-t'(a)-a;P".w) p 

d<\>2(a, w)/da 

d<P2 (a, w)/Ciw (A.22) 
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M 
a 

FigureA.3 Indifference Curve for the Preference Function (i>J( a, w) 

where the strict inequality follows since (i) W - a > w - C(a) - a so the comparative 
risk aversion condition implies V'z (w - a; pu,.)lV'z (w - C(a) - a; Pu,w) > U;(w - a; 
Pu,w)/U;(w - C(a) - a; Pu,w) > 0; (ii) these ratios occurs in denominators; and (iii) 
C'(a) < O. 

Inequality (A.21) implies that, throughout the entire region {(a, w) I a E (0, M), 
w ;::: wo}, rightward movements along any <PI(a, w) indifference curve must strictly 
lower <pz(a, w), and leftward movements along any <pz(a, w) indifference curve must 
strictly lower <PI(a, w). 

Assume at < a!, as illustrated in Figure A.3. In this case, consider the point (at, 
wo). As we move rightward along the <PI(a, w) indifference curve that passes through 
this point, the value of <PzC a, w) must strictly drop, so that <Pz( a, w) strictly prefers the 
point (at, wo) to every point on the curve that lies to the right of (at, wo). But since 
(at, wo) is a global optimum for <pI(a, wo), this indifference curve must lie everywhere 
on or above the horizontal line w = woo Since d<pia, W)/dW> 0, this implies that <pz(a, 
w) strictly prefers the point (at, wo) to every point on the line w = Wo that lies to the 
right of (at, wo), which contradicts the assumption that there is a global maximum 
a~ which exceeds (i.e., lies to the right of) at. This, then, establishes that a! :;; af. 

To complete the proof, we must rule out at = a! unless either at = 0 or a! = M. 
If neither of these cases hold, we have at > 0 and a! < M, so that equality of at and 
a! would imply 0 < at = a! < M. However, this case of identical interior optima 
would imply that both individuals' indifference curves had zero slope at the interior 
point (at, wo) = (a!, wo), which violates (A.21). Q.E.D. 
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3 Optimal Insurance Design: 

What Can We Do With and 

Without Expected Utility?* 
Christian Gollier 

University of Toulouse 

This paper provides a survey on optimal insurance when insurers and policyholders 
have symmetric information about the distribution of potential damages. When trans­
action costs are proportional to transfers, it is shown that I) there is at least one state 
of the world where no indemnity is paid, 2) the indemnity schedule is deterministic, 
implying in particular that umbrella policies are optimal, and 3) the optimal contract 
contains a straight deductible. This is proven without assuming expected utility. The 
use of expected utility generates additional results, e.g., in the case of nonlinear 
transaction costs. 

Keywords: Optional insurance, symmetric information, transaction costs, expected 
utility, non expected utility. 
JEL Classification Numbers: D80, G22. 

3.1 INTRODUCTION 

A well-known result is that it is socially efficient for a risk neutral agent to fully insure 
other risk-averse agents in the economy. This optimal risk-sharing arrangement allows 
for the elimination of costly risk premia that would have been borne by some risk­
averse agents otherwise. In competitive markets for risks, that would be an equili­
brium allocation if all parties would have the same information about the distribution 
of existing risks and if there would not be any transaction costs. This last hypothesis 
is clearly unrealistic, as insurance companies usually bear costs that amount up to 
30% of their cash flows on lines as standard as automobile insurance or homeowner 

* I am grateful to Louis Eeckhoudt and Harris Schlesinger not only for their useful comments 
on this chapter, but also for their continuing efforts to push me in this field. 
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insurance. Marketing costs, management costs and costs to audit claims are the three 
main sources of expenses for insurers. 

Because these costs depend upon the type of contracts linking the insurer to 
its customers, it is not clear anymore that the optimal arrangement is full insurance. 
A reduction in indemnity paid in some states of the world has now the additional 
benefit to reduce transaction costs, which in turn generates a reduction in the 
insurance premium. The main problem that is addressed in the literature on optimal 
insurance is to determine the states of nature under which it is best to reduce 
indemnities. Symmetrically, starting from no insurance, one can address the question 
of which would be the states of the world that agents would like to insure first? 
Insurance indemnities are the most desirable, at the margin, where the wealth level 
is the smallest, if marginal utility is decreasing. Thus, when the marginal cost of 
insurance is constant, agents who are seeking for costly insurance should select a 
policy in which large losses are better indemnified than smaller losses, in absolute 
terms. This is the intuition behind the optimality of a straight deductible, a result 
first proven by Arrow (1963, 1971, 1974). A straight deductible is the insurance 
clause that maximizes the minimum final wealth level with a given insurance budget. 
It organizes a best compromise between the benefits of insurance coverage for 
risk-averse policyholders, and the willingness to limit (proportional) transaction 
costs. 

Under expected utility (EU), the inverse relationship between marginal utility and 
wealth explains why it is better to cover the largest loss first.' But Zi1cha and Chew 
(1990), Karni (1992), Schlesinger (1997) and Gollier and Schlesinger (1996) have 
shown that the Arrow's result is robust to any non-expected utility decision model that 
satisfies the second-degree stochastic dominance property. The objective of this paper 
is to show how several results that exist in this literature can be obtained under con­
ditions that are much weaker than ED. As an example, when an agent faces several 
sources of risk, we know from Gollier and Schlesinger (1995) that it is optimal under 
EU to cover them through an "umbrella policy", i.e., a policy in which the indemnity 
is a function of the aggregate loss alone. We show in this paper that this remains true 
when EU is replaced by second-order stochastic dominance. 

The results described above just rely on the concept of risk aversion, not on its 
measurement or intensity. However, a specific decision model is required when one 
turns to the question of the size of the optimal deductible. Clearly, it depends upon 
the degree of risk aversion of the policyholder. Depending upon how we model risk 
aversion, we will obtain different answers to this question. Other limits of a model­
free analysis are when the insurer is risk-averse, or when one examines the optimal 
insurance contract with transaction costs that depend upon the size of the indemnity 
in a nonlinear way. In any of these cases, a more precise description of preferences 
must be made. Because of its long anteriority, most of the existing researches in this 

I Eeckhoudt and Gollier (1995) provide a complete analysis of the insurance problem under EU. 
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field have been performed by using the expected utility model. We will cover this 
literature in this survey. More recently, new progresses have been made by extending 
the analysis to non-expected utility models. 2 These progresses are too recent to be 
surveyed. 

3.2 THE BASIC FRAMEWORK 

3.2.1 The Model 

There is a set {81, ••• , 8r} of potential states of the world in the economy.3 The l!ncer­
tainty is represented by a vector of probabilities (1tb ... , 1tr) where 1t, = Prob[e = 8t] 

> 0, and L,1t, = 1. All agents in the economy agree on these probabilities. Finally, the 
realization of 8 is perfectly observable. 

A risk-averse agent faces a risk of aggregate loss x(e) to his initial wealth Woo The 
market provides insurance contracts for this risk. A contract is characterized by a 
premium P and indemnity schedule 1(8). By selling this contract, the insurer gets P 
ex ante, and he promises to pay I(8t ) if state et occurs ex post, t = 1, ... , T. 

Insurers are all identical and risk-neutral. They face a deadweight loss c(l) when­
ever an indemnity I is paid. Function c is non decreasing and is not a constant. We 
assume perfect competition on the insurance market. Therefore, the insurance tariff 
is given by the following equation: 

P = £[1(8) + c(I(8))]. (I) 

The final wealth Wf of the policyholder purchasing policy (P, I) is 

Wr(e) = Wo - x(e) + I(e) - P, (2) 

in state e. 
Finally, one generally assumes that insurance markets are constrained to provide 

policies with nonnegative indemnity schedules: I(e) :?: 0 for all e. In other words, 
ex-post increases in premium are prohibited, since a negative indemnity can be seen 
as an ex-post premium. There is a technical justification for imposing this constraint. 
Indeed, the condition c' > 0 is not realistic when the indemnity is negative. In this 
case, an increase in the transfer would reduces transaction costS!4 

2 See for example Eeckhoudt and Doherty (1995) and Chateauneuf, Dana and Tallon (1997). 
3 For simplicity, we assume a finite number of states. All results remain true under continuous or mixed 

distribution functions. 
4 Gollier (1987a) allows for negative indemnities by assuming that transaction costs depend upon the 

absolute value of the indemnity. Surprisingly enough, in most cases, removing the constraint on the non­
negativity of claims has no effect on the optimal contract. 
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3.2.2 The Concepts of Risk Aversion 

The attitude towards risk of the policyholder is characterized by a real-valued prefer­
ence functional V(wt<e)). This means that risk wn(9) is preferred to risk Wf2(9) if and 
only if V(wn(9)) is larger than V(wn(9)). If V is linear in probabilities-a condition 
that can be derived from the independence axiom-, the model simplifies to ED. 

In most of this paper, two basic assumptions will be made on the attitude towards 
risk of the policyholder. First, we assume that it satisfies first-degree stochastic dom­
inance (FSD). That is, if wee) dominates w(9) in the sense of FSD, then the policy­
holder prefers w(9) to wee): V(w(e)) ~ V(w(e)). A FSD deterioration in risk is obtained 
by transferring probability masses from higher wealth states to lower wealth states. It 
can also be obtained by reducing wealth in any state of the world. Under EU, the FSD 
property holds if and only if utility is increasing in wealth. 

The second assumption on the preference functional V is that if one risk wee) is 
a mean-preserving contraction (MPC) of another risk w(9) then the agent prefers the 
first to the second: V(w(9)) ~ V(w(9)). Risk w(9) dominates risk wee) in the sense of 
a MPC if w is obtained from w by adding a white noise to it: 

where E[£(9) I w(9) = z] = 0, for all z. Thus, the MPC property means that the agent 
dislikes any zero-mean lottery that would be added to his final wealth. This is a strong 
notion of risk aversion. It is a generalization of weak risk aversion, which is meant as 
the preference of the expectation Ex over the random variable x. The strong and the 
weak notion of risk aversion are equivalent in the EU model. They are both equivalent 
to the concavity of the utility function. But they are in general two separate concepts 
for more general preferences functionals. In order to derive results on optimal insur­
ance policies, we will need to rely on the strong concept of risk aversion.5 

3.2.3 On the Optimality of Partial Insurance 

Before going to the specific analysis of the optimal insurance policy design, it is 
noteworthy that it is never optimal to get a positive indemnity in all states, because 
of the presence of transaction costs. More precisely, combining FSD with c' ~ ° yields 
the following result: 

Proposition 1. Suppose that c' is positive. If the preference functional V satisfies the 
first -degree stochastic dominance property, then there exists at least one state of nature 
in which no indemnity is paid to the policyholder. 

5 Cohen (1995) provides an excellent analysis of the various definitions of risk aversion and their con­
nexions to each others. 
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Proof. SUl?pose by contradiction that I(e) > 0 for all e. Consider an alternative con­
tract with I(e, k) = 1(8) - k for all e. The premium to pay for this new contract is 

P(k) = E[i(e, k)+c(i(e, k))]. 

Observe that 

P'(O) = -1- E[c'(I(e))]. 

The final wealth with the new contract is wf(8, k) = Wo - x(e) + i(8, k) - P(k) in state 
8. Differentiating with respect to k yields 

which is positive by assumption. Since this is true for every 8, we proved that raising 
k from zero improves the distribution of final wealth in the sense of FSD. This 
concludes the proof. • 

Because indemnities generate deadweight losses, a uniform reduction in them 
across states has no other effect than to reduce these costs. The reduction in the indem­
nity in each state is entirely offset by the parallel reduction in premium. This uniform 
reduction will thus be done as long as it does not violate the constraint on the non­
negativity of indemnities. In conclusion, this constraint will be binding in a subset of 
states of positive measure. 

3.3 THE CASE OF LINEAR TRANSACTION COSTS 

In this section, we assume that costs are linear with respect to the level of the indem­
nity: c(I) = Co + AI. It implies that the insurance tariff is linear in the actuarial value 
of the policy: 

p = Co + (1 + A)E[/(e)]. 

Parameter Co can be seen as an entry fee for the policyholder. It has no other effect 
on the optimal insurance contract than the one generated by the induced reduction in 
wealth, which in turn affects the attitude towards risk. Notice also that if Co is too 
large, the agent may prefer not to buy coverage at all. Two main results are obtained 
in this framework: the inefficiency of random indemnity schedules, and the efficiency 
of deductible policies among deterministic schedules. 
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3.3.1 Deterministic Indemnity Schedule 

Insurance is a device to reduce risk. Therefore, it is not a surprise that insurers will 
always pay a non-random indemnity in each state of nature. This is the substance of 
the following result: 

Proposition 2. Consider the case of linear costs. Suppose that the policyholder is 
risk-averse in the sense that V satisfies the MPC property. Then the optimal indem­
nity depends upon the state of nature only through the aggregate loss suffered by the 
policyholder in that state: [x(8 1) = x(82) => 1(81) = 1(82)], 

Proof. ~uppose by c~mtradiction that x(e l ) = x(e2), but 1(8 1) < I(82). Consider another 
policy (P, 1) where I(e) = Ice) for all 8 * 8J, 82, and 

It implies that the actuarial value of the policy is unchanged. Therefore, P equals P. 
Let wr(8) be the final wealth with the new contract. Let also W denote wf(8 1) = 

wf(82). We now prove that the risk wrCS) is a MPC of risk Wf(S), To do this, let us 
show that Wf(e) is obtained from Wf(e) by adding a white noise tee) to it. Using this 
condition as a definition for £, we obtain that 

£Ce) I wfCe) * W is degenerated at zero; and 

£(e) I wie) = W takes value ej with probability _1t_I_, and value e2 with 
1tj + 1t2 

probability ~, with 
1tj + 1t2 

and 

Observe that the expectation of tee) conditional to any realization of wrce) 
is zero. Therefore Wl(e) dominates Wl(e) in the sense of MPC. Thus, all risk­
averse policyholders dislike the old contract, which may not be efficient. • 
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This Proposition means that the indemnity is a deterministic function of the aggre­
gate loss.6 Adding noise to it would be detrimental to risk-averse policyholders, 
without increasing profits for insurers. If there are two states in which the aggregate 
losses are the same, but the indemnities differ, then there exists another contract that 
dominates the first in the sense of MPC. Consequently, only the aggregate loss suf­
fered by the policyholder matters to determine the indemnity to be paid. This princi­
ple is usually violated in the real world. Indeed, it implies that the agent should not 
separately insure each risk that he faces. Rather, an "umbrella" policy is optimal, as 
shown by Gollier and Schlesinger (1995) in the specific case of expected utility. This 
result is obvious when the different risks faced by the agent are correlated. In parti­
cular, negative correlation allows for an homemade insurance that saves on external 
insurance costs. 

To illustrate the benefit of an umbrella policy in the case of independent risks, let 
us consider the following numerical example. The agent faces two risks of loss, Xl 
and X2. These random variables are independent and identically distributed. They take 
value 0, 50 and 100 with equal probabilities. Observe that there are 9 states of nature 
in this economy. Let us also assume that Co = 0 and A = 0.5. Consider first the strat­
egy to purchase two separate contracts, one for each risk. Consider in particular sep­
arate contracts with a straight deductible of 50. This means that an indemnity of 50 
is paid on a contract only if the worst loss occurs for the corresponding risk. The actu­
arial value of the contract is 50/3, the premium is 25, and the total insurance expense 
is 50. The distribution of final wealth is represented in Figure la. With probability 
1/9, the agent incurs no loss, and he finishes with wealth Wo - 50, the initial wealth 
minus the insurance expense. With probability 4/9, he suffers two losses of at least 
50, ending up with wealth Wo - ISO, taking into account of the premiums paid, and 
the retained loss (50) on each risk. Finally, with probability 4/9, he suffers a loss on 
one risk, and no loss on the other risk, yielding final wealth Wo - 100. By Proposition 
I, this insurance strategy may not be optimal. Indeed, there are four states in which 
the aggregate losses are the same, but the aggregate indemnities differ. In particular, 
an aggregate loss of 100 may result from two partial losses of 50, or from a single 
loss of 100. In the former case, no indemnity at all is paid, whereas an indemnity of 
50 is paid in the latter case. 

Consider alternatively an umbrella policy with a deductible on the aggregate loss 
amounting to D = 500/6. One can verify that the premium for such a contract is 50, 
and that the distribution of final wealth is as in Figure lb. With probability 2/9, the 
aggregate loss is 50, yielding final wealth equaling Wo minus the premium (50), and 
minus the retained loss (50). With probability 6/9, the aggregate loss exceeds Di 100, 
generating a final wealth Wo minus the premium and the deductible D. 

6 It has been proven by Eeckhoudt, Bauwens, Briys and Scarmure (1991) for the specific case of a 
binomila distribution. 
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a Deductible D = 
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Observe that the distribution in Figure la can be obtained from the one in Figure 

1b by adding a zero-mean noise £ = C~O , 1/3; - I~O ,2/3) to its worst realization. This 
explains why no risk-averse agent, EU-maximizer or not, will purchase separate 
contracts, even when risks are independent. Explaining why separate contracts exists 
in reality is an important challenge for further research in this field. 

We hereafter assume without loss of generality that x(8) = 8 for all 8. 

3.3.2 Optimality of a Deductible Policy 

In this section, we prove the Arrow's result on the optimality of a straight deductible, 
without using expected utility. Arrow (1971) used basic tools of variational calculus 
to get the result. Raviv (1979) used dynamic optimization techniques. More recently, 
Spaeter and Roger (1997) introduced a topological concept named the angular norm 
to prove the optimality of a straight deductible. But Zilcha and Chew (1990), Karni 
(1992) and Gollier and Schlesinger (1996f showed that this result is not dependent 
upon a decision model as specific as ED. Our proof is in the vein of Gollier and 
Schlesinger (1996) and Schlesinger (1997), who used the integral condition of 
Rothschild and Stiglitz (1970) to define a MPC. We do it here with the notion of 
transferring probability masses from the center of the distribution to its tails. From 
our point of view, this makes the proof shorter and more intuitive. 

Proposition 3. Consider the case of linear costs. Suppose that the policyholder is 
risk-averse in the sense that V satisfies the MPC property. Then the optimal contract 
contains a straight deductible D: lex) = max(O, x - D). 

Proof. A deductible policy is characterized by the property that once a positive 
indemnity is paid in a state x 10 any marginal increase in the loss is fully indemnified. 

7 Zilcha and Chew (1990) and Karni (1992) used the restriction of Frechet differentiability, whereas 
Gollier and Schlesinger (1996) did not make any restriction on the model. 
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Suppose by contradiction that there exist two levels of loss, x, and X2, with x, < X2, 
such that I(x,) > 0 and I(X2) < I(x,) + X2 - x,. The latter inequality is equivalent to 

or Wr(X2) < Wj(x,). Now, consider an alternative indemnity schedule I, which is 
unchanged with respect to I, except in case of loss x, or X2. Take 

and 

Observe that, by construction, this change has no effect on the premium, as the actu­
arial value of the policy is not affected. If £ is positive but small, the constraint on the 
nonnegativity of claims is not violated. This change affects the distribution of final 
wealth in the following way: 

The expected final wealth is unchanged, but the larger final wealth level is reduced, 
whereas the smaller one is increased. This is a MPC. 8 No risk-averse agent would thus 
select the initial contract, which is inefficient. A symmetric proof can be done when 
I(x,) > 0 and I(X2) > l(x1) + X2 - x,. • 

To illustrate, let us consider again the case of risk X, which takes value 0, 50 or 
100 with equal probabilities. Assuming Co = 0 and A = 0.5, a contract with a pure coin­
surance rate of 50%, i.e., with lex) = x!2, can be purchased for a premium P = 37.5. 
The distribution of final wealth in this case is represented in Figure 2a. Consider alter­
natively a contract with a straight deductible D = 37.5. The premium for this contract 
is also equal to 37.5. The final wealth is distributed as in Figure 2b if such a contract 
is purchased. 

Observe that the distribution in Figure 2a can be obtained by adding a noise 
f = (+12.5, 112; -12.5, 112) to the worse realization of the random variable in Figure 
2b. Since this noise has a zero mean, the distribution in Figure 2b is less risky in the 
sense of a MPC. We conclude that a contract with a 50% coinsurance rate will never 
be purchased, as it is dominated by a contract with a straight deductible. Proposition 

, The equivalence between this characterization of an MPC and the definition using white noises is in 
Rothschild and Siglitz (1970). 
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Figure 2b I(x) = max(O, x - 37,5) 

3 shows that this technique can be extended to any contract that is not a straight 
deductible. 

The intuition of this result has been presented in the introduction. In short, as it 
is apparent in Figure 2, a straight deductible efficiently concentrates the effort of 
indemnification on large losses. On the contrary, a contract with a constant coinsur­
ance rate for example provides an inefficiently large amount of money when losses 
are small, and an inefficiently small amount when losses are large. The optimality of 
a straight deductible is the expression of the relevance of insurance for large risks. 
Small risks, i.e., risks whose largest potential loss is less than the optimal deductible 
should not be insured. I am willing to purchase insurance against the important risk 
for my kids and unemployed wife in case of my premature death. I am willing to pur­
chase insurance for my house, which is my largest asset at this time. Given the cost 
of insurance, I am not willing to purchase insurance against the risk of broken glasses, 
or even against damages to myoid car. I would be ready to bear the risk of paying 
for standard medical care, but I would like to get a large indemnity from my insurer 
in case of a costly surgical procedure. This is exactly what a policy with straight 
deductible provides! 

3.3.3 Optimal Deductible 

To sum up, under linear transaction costs, efficient indemnity schedules are deter­
ministic functions of the loss, and they take the form of policies with a straight 
deductible. This has been obtained by assuming risk aversion alone, with no reference 
to any specific decision model. We now turn to the problem of the selection of the 
optimal deductible D. 

Notice that adding the assumption of FSD for the preference functional implies 
that D is nonnegative. Otherwise, the indemnity would always be positive. This may 
not be optimal, as proven in Proposition I. When the loading factor A is zero, the 
optimal deductible vanishes. This corresponds to the optimality of full insurance. This 
is a trivial result, as a marginal increase in coverage would not change final wealth in 
expectation, whereas it would reduce its variability in the sense of a MPC. 
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The analysis is more complex when the loading factor A. is positive, as shown by 
Schlesinger (1981). In that case, a marginal increase in coverage, that is obtained by 
a reduction of D, reduces the expected final wealth. The agent must weight the benefit 
of insurance-which is to reduce the variability of wealth-with the cost of insur­
ance. Let us consider the strategy of moving D from some small positive value to 
zero. Let x be ° with probability 1to and ji with probability 1 - 1to. Parameter 1 - 1to 

is the probability of an accident, and ji is the severity of the loss, that can be a random 
variable. The increase in the actuarial value of the full insurance policy D can be 
approximated as (1 - 1to)D. It implies that the reduction in expected wealth by select­
ing full insurance rather than contract D is A.(l - 1to)D. This is the marginal net cost 
of insurance. The marginal cost of the last dollar of coverage or deductible is thus 
A.( I - lto), which is strictly positive. 

The benefit of reducing D to zero is the risk premium associated to the retained 
risk under policy D. The retained risk is D Z, where z takes value ° with probability 
1to, and value 1 otherwise. D is thus the size of the retained risk. Now remember that, 
in the EU model with a smooth utility function, the risk premium is approximately 
proportional to the variance of the retained risk, which is itself proportional to IY. 
Thus, the marginal benefit of reducing D to zero is zero. Since we have shown that 
the marginal cost of the last dollar of deductible is positive, it may not be optimal to 
purchase it. This result is in Mossin (1968). 

Proposition 4. Consider the case of linear costs in the expected utility framework. 
Suppose that the policyholder is risk-averse in the sense that V satisfies the MPC prop­
erty. If A. = 0, then the optimal deductible is zero. If A. > 0, then the optimal deductible 
is positive. 

Schlesinger (1997) provides a detailed analysis of this Proposition. This result has 
been generalized by Karni (1992) and Machina (1995) for non-expected utility models 
satisfying Frechet differentiability. Observe that the proof of this Proposition relies 
on the assumption that the risk premium is proportional to the variance of the retained 
risk, at least when the risk is small. This assumption holds for other models than the 
EU one. It is called second order risk aversion.9 When risk aversion is of order 1, that 
is, when the risk aversion is approximately proportional to the standard deviation of 
the random variable, as in the EURDP model, the policyholder could optimally select 
full insurance even if A. is positive. This is because he has a positive benefit to the last 
dollar of coverage. Doherty and Eeckhoudt (1995) describes the case of the Yaari's 
dual model, where risk aversion is of the first order. 

Some authors tried to quantify the optimal level of the deductible when A. is 
positive, using the EU model. The decision problem is to maximize H(D) = Eu(wo -
min(x, D) - P(D)) where P(D) = (l + A.)E max(O, i-D). The first-order condition 
is written as 

9 For the definition of the order of risk aversion. see Segal and Spivak (1990). 
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H'(D) = (1- F(D))[(1 + A)Eu'( Wo - mineX', D) - P(D)) - u'( WI) - D - P(D))] = 0, 
(3) 

where F is the cumulative distribution of the random loss X'. Dreze (1981) and Gollier 
(1992), using a Taylor approximation for this fist-order condition of the deductible 
selection problem, obtained the following conditions: 

At D At 
--< <---
I+A -wo-D-P-1to(l+A)' 

(4) 

where 1to is the probability of no loss, and t is the index of relative tolerance, 
u'(wo - D - P) 

t = - ( ) "( ) . When 1to == I, as for many insurance lines, we see 
Wo -D-P u Wo -D-P 

that the optimal deductible of the umbrella policy, expressed as a fraction of total 
wealth, can be approximated by the product of the loading factor and the relative risk 
tolerance. A realistic value of A is 0.3. The debate on realistic values for t is still open, 
but an acceptable interval would be t E [0.2, 0.5]. This gives us an optimal deductible 
around 5 to 15% of total wealth. 

We now turn to the comparative statics analysis of the optimal deductible in the 
EU model: 

We know from Mossin (1968) that an increase in risk aversion reduces the optimal 
D. \0 This is simple to understand from the observation that an increase in risk 
aversion raises the marginal benefit of reducing the deductible. This can be easily 
shown by using the first-order condition (3). 
This result directly implies that an increase in Wo increases D under decreasing 
absolute risk aversion. Indeed, an increase in wealth is equivalent to a reduction 
in risk aversion when absolute risk aversion is decreasing. 
As usual, a change in A has an ambiguous effect because of the presence of a 
wealth effect: an increase in A makes self-insurance more desirable, but it also 
makes policyholders poorer. Under decreasing absolute risk aversion, this has a 
positive impact on insurance demand, which implies that the global effect is 
ambiguous. 
The analysis of the effect of a change in the distribution of the loss is more 
complex. The best result has been obtained by Jang and Hadar (1995), who have 
shown that an increase in the probability of an accident of a deterministic sever­
ity has a positive effect on D.II Finally, Eeckhoudt, Gollier and Schlesinger (1991) 
obtain results for the effect of an increase in risk of the distribution of damage 

10 Machina (1995) extends this result to non-expected utility models with Frechet differentiability. 
II Eeckhoudt and Gollier (1999) extend this result to non-expected utility models with second-order risk 

aversion. 
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severity. Observe that when the change in distribution is a MPC that is concen­
trated in loss states x above the optimal deductible, the effect is obviously null. 
Indeed, the risk-neutral insurer absorbs 100% of the increase in risk without 
changing the premium. The policyholder is not affected by the change. 

3.4 NONLINEAR TRANSACTION COSTS 

To our knowledge, no econometric analysis has been performed to test for the lin­
earity of transaction costs on insurance markets. In this section, we examine the case 
of nonlinear transaction costs. 

3.4.1 Stochastic Indemnity Schedule 

In the previous section, we have shown that the indemnity must be a deterministic 
function of the loss in the case of linear costs. When the transaction cost is a concave 
function of the indemnity, this may not be true. Indeed, randomizing indemnities gen­
erates a reduction in the expected transaction cost. If risk aversion is not too large, a 
random indemnity schedule may be optimal. 

An interesting particular case of concave cost functions is due to the presence of 
a fixed cost per claim: when there is no claim at all the cost is zero, but even a small 
claim generates fixed costs for the insurer, as an audit cost, or processing the payment 
of the indemnity. There is an upward jump in cost at zero, which introduces a con­
cavity to the cost function. Gollier (1987b) characterizes the best deterministic con­
tract in that case. It exhibits a straight deductible, but with a clause that no indemnity 
would be paid if the loss is just slightly over the deductible. That clause eliminates 
"nuisance claims", i.e., claims that are too small with respect to the fixed auditing 
costs. More recent works in the literature on optimal audits show that stochastic audits 
and indemnities are optimal. 12 

3.4.2 No Overinsurance 

In most models on optimal insurance, constraint lex) :::;; x is imposed: no overinsur­
ance is allowed. We know from Propositions 1 and 3 that this constraint is never 
binding in the case of linear costs. Huberman, Mayers and Smith (1983) claim that 
this constraint may be binding in the case of nonlinear costs. This is not true, as long 
as the policyholder is risk-averse. 

12 See Mookherjee and Png (1989) for a first result on this topic. The literature on optimal auditing is 
not covered in this survey. This is because our basic assumption is symmetric information, ex ante and 
ex post. 
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Proposition 5. Suppose that V satisfies the FSD property and the MPC property. 
Then, constraint lex) :s; x is never binding. 

Proof. Suppose by contradiction that 0 < maxx lex) - x. Let y be the argument of the 
maximum, and 1t = Prob[x = y]. It implies that this is in loss state y that the final 
wealth is the largest. Let also define i(x) = lex) if x :t y and iCy) = ley) - E, E> O. 
Suppose first that the new premium is PI = P -1tE. Purchasing this new contract gen­
erates a MPC to the distribution of final wealth. Indeed, we reduce the largest poten­
tial wealth level, whereas we translate the distribution to the right to preserve the 
mean. . .. 

But in fact, the premium to pay for the l!ew contract is not P lo but P = PI -
1t(c(I(y» - c(I(y) - E». This is smaller than PI. Taking into account this additional 
reduction in premium yields an additional increase in V if it satisfies FSD. Thus, the 
initial contract is not efficient. • 

The intuition is that overinsurance generates two effects that are detrimental to 
the welfare of the policyholder. First, a marginal increase of indemnity over the size 
of the loss yields an additional cost of insurance, which is detrimental to any V sat­
isfying FSD. Second, this marginal change in indemnity generates a MPC to final 
wealth. Indeed, we know from Proposition 1, that there exists a x :s; 0 for which 
lex) = O. In consequence, the marginal change increases the wealth level at the right 
of the distribution of Wi" The net effect is thus a MPC. 

Notice that the combination of Proposition 1 and Proposition 5 implies that 
1(0) = o. 

3.4.3 Optimal Design of the Indemnity Schedule 

An interesting problem is to characterize the optimal policy when transaction costs 
are not linear. Under the EU model, Raviv (1979) showed that if c(.) is increasing and 
convex, then 

, [ c"(I(x» J- I 

I (x) = 1+ 1+ c'(I(x))T(wo -x+l(x)-P) (5) 

when lex) > O. T(z) is the absolute risk tolerance measured at z, i.e., T(z) = -u'(z)/u"(z). 
When e" > 0, the marginal indemnity is less than unity. The intuition is that large 
indemnities are relatively more costly. One can use the above formula when e is 
concave, provided the second-order condition of the decision problem is satisfied. In 
this case, the marginal indemnity is larger than 1. The extreme case is the presence 
of a fixed cost per claim, which generates an upward discontinuity to the indemnity 
function. 
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Spaeter (1997) examines whether the indemnity function is concave or convex 
with respect to the loss. She shows that if c is quadratic, then r is positive if and only 
if the policyholder is prudent. Prudence means that the third derivative of the utility 
function is positive. 

3.5 OTHER REASONS FOR PARTIAL INSURANCE 

This paper focussed on the existence of transaction costs to explain why partial insur­
ance may be an equilibrium. Several other reasons can justify different forms of risk 
retention by the policyholder. The presence of asymmetric information between the 
two parties is a well-known argument which is examined at length in the literature. 
In the case of an adverse selection problem, accepting a positive risk retention (r < 
1 or D > 0) is a way for the policyholder to signal a low risk. When there is a moral 
hazard problem, imposing a retention of risk gives an incentive to policyholder to 
invest in prevention. Holmstrom (1978) characterizes the optimal insurance design 
under a moral hazard problem. We now discuss two other arguments: the existence of 
a random error in observing losses, and the risk aversion of the insurer. 

3.5.1 Errors in Observation 

Insurers often face the difficulty to estimate the size of damages. Gollier (1996) 
assumes that the insurer can indemnify the policyholder only on the basis of a proxy 
ji I x of the actual loss x. If the actual loss x equals the estimated loss y plus an inde­
pendent white noise, then the optimal contract contains a straight deductible. The 
optimal deductible is negatively affected by the error if u is "risk vulnerable", a con­
dition introduced by Gollier and Pratt (1996)Y The existence of an error in estimat­
ing the loss reduces the quality of an insurance contract to cover the basic risk. Indeed, 
the insurance adds an additional indemnity risk to the wealth of the policyholder. 
Under risk vulnerability, this reduction in the quality of insurance reduces the demand 
for it. Only when u is not risk vulnerable, errors in estimating the loss generate an 
increase in risk retention at equilibrium. Indeed, in this case, the deterioration in the 
quality of the insurance product will be compensated for by an increase in its 
purchase. 

A more realistic assumption is that the risk of error is increasing with the esti­
mated loss. Gollier (1996) shows that under prudence (u'" > 0), the optimal insurance 
contains a disappearing deductible in that case: I(y) = max(O, J(y», with fey) > 1. 
The increase in expected wealth as the loss increases is used to forearm against the 
increased risk of error in the indemnity paid by the insurer. 

13 Risk vulnerability is linked to the third and the fourth derivative of the utility function. All familiar 
utility (exponential, power, logarithmic) functions satisfy this property. 
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3.5.2 Risk Aversion of the Insurer 

We assumed in this paper that insurers are risk-neutral. This means that the minimum 
premium that is acceptable to them equals the expected indemnity plus the expected 
cost of insurance. This is a realistic assumption when individual risks are not corre­
lated with the "market risk". It implies that individual risks are fully diversifiable by 
shareholders of insurance companies. Therefore, at equilibrium, they will not get any 
extra risk premium to bear individual risks. On the contrary, when risks are correlated 
with the market risk, the equilibrium insurance tariff must contain a risk premium for 
shareholders to accept to bear these risks. This is a relevant problem for catastrophic 
risks and some risks that are economic in nature (e.g., unemployment). 

The general problem is to determine efficient risk-sharing arrangements in an 
economy of risk-averse agents. In fact, this problem is not different from the problem 
of the characterization of an equilibrium on financial markets. The link with the lit­
erature of finance is here very strong. The main difference between the theory of 
finance and the economics of insurance is the existence of much larger transaction 
costs (= 30%) in insurance than in finance (= 2%).14 

Arrow (1953) provides the general framework for the analysis of the allocation 
of risks in an economy with no transaction costs. Borch (1960, 1962) examines 
optimal risk -sharing rules in a general EU framework. Wilson (1968), Buhlman and 
Jewell (1979), Raviv (1979), Eliashberg and Winkler (1981) and Blazenko (1985) con­
sidered the specific problem of a risk-averse insurer with utility function v who can 
insure a risk initially borne by a policyholder with utility function u. They obtain that 

['(x) = Tv(R - I(x)+ P} 
TvCR-I(x}+P}+Tu(wo -x+i(x}-P}' 

(6) 

where R is the wealth of the insurer. The marginal indemnity equals absolute risk tol­
erance of the insurer expressed as a percentage of the group's absolute risk tolerance. 
The smaller the insurer's risk tolerance, the larger the risk transfer, and the larger the 
risk retention by the policyholder. It is interesting to observe that there is a simple 
way to obtain this rule in the case of a small risk with variance (j2. If the risk is small, 
the use of the Arrow-Pratt approximation yields that the sum of the risk premiums 
supported by the policyholder and the insurer is written as 

14 The analogies are numerous. For example, the fact that A. = 0 implies that D = 0 is equivalent in finance 
to the fact that risk-averse investors will not invest in the risky asset if its expected return does not exceed 
the riskfree rate. 



Optimal Insurance Design 113 

where l' = 1'(0) and Tu = Tiwo) and Tv = T,{R). We look for the risk-sharing arrange­
ment which minimizes the sum of risk premiums in the economy: minr n. Solving 
the first-order condition of this problem directly yields r = T)(T,. + Tu)' 

Leland (1980) examined the sign of f'. In our context, the convexity of I would 
mean a contract similar to a deductible policy, whereas the concavity of I would cor­
respond to a contract with a cap on indemnities. Leland shows that the sign of f' 
depends upon which of the two functions u and v decreases at the fastest rate. 

3.6 CONCLUSION 

Most breakthroughs in the theory of optimal insurance have been made before the 
development of decision models alternative to expected utility. We are now realizing 
that many of these results can be extended at no cost to non-expected utility models. 
Arrow's result is the most striking example of this phenomenon. Arrow (1971) proved 
that a deductible insurance is optimal for a risk-averse expected-utility maximizer if 
transaction costs are linear. The complexity of the proofs of this result by Arrow and 
others has obscured our understanding of the optimality of deductibles in insurance 
for a long time. In fact, the literature has only recently recognized that this result is 
a direct consequence of the very general notions of strong risk aversion and of an 
increase in risk. Thus Arrow's result is robust to any decision model that satisfies this 
property. This conclusion is useful not only because it extends the initial proposition, 
but also because it provides a simple intuition for the optimality of a deductible policy. 

However, various other results in insurance economics require a more precise 
modeling of risk preferences. And there, the expected utility model is still unbeatable 
to produce simple useful and testable properties of the optimal behavior under risk. 
The insurance market is likely to be a good candidate for testing those models. IS 
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Abstract 
We examine an important class of decision problems under uncertainty that entails 
the standard portfolio problem and the demand for coinsurance. The agent faces a 
controllable risk-his demand for a risky asset for example-and a background risk. 
We determine how a change in the distribution in one of these two risks affects the 
optimal exposure to the controllable risk. Restrictions on first order and second order 
stochastic dominance orders are in general necessary to yield an unambiguous com­
parative statics property. We also review another line of research in which restrictions 
are made on preferences rather than on stochastic dominance orders. 
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portfolio decision, insurance demand. 
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4.1 INTRODUCTION 

To start this survey, we present two problems that look very different at first glance. 
Consider an investor who has to allocate a given amount of money (wo) between a 
safe asset paying a return (i) and a risky one paying a random return (x). If the math­
ematical expectation of x exceeds i, it is optimal for an investor who obeys the axioms 
of expected utility to invest a strictly positive amount in the risky asset. Assume now 
that because of some good news, the prospects of the risky asset become "better" in 
the sense of improving the welfare of its holder. Intuition suggests that a rational 
investor should invest more in the risky asset because it has become relatively more 
attractive. 

* We thank two referees for their useful comments on a preliminary version of the chapter. 
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We now turn to the second problem. We consider the case of an insured whose 
wealth Wo may be reduced by a random damage y. To protect himself against this 
damage he can buy insurance that is sold with a positive and proportional loading by 
an insurance company. The company and the insured have identical information about 
the initial risky. It is well-known that in this case, expected-utility maximizers should 
buy less than full insurance. Now assume that the insured receives a private infor­
mation indicating that his risk deteriorates. Intuition suggests again that the insured 
should now demand more coverage to compensate for the deterioration in risk. 

The examples of portfolio and insurance decisions illustrate a more general 
problem that is the topics of this survey: how do changes in risk affect risk taking 
(e.g., portfolio) or risk avoidance (e.g., insurance) by a decision-maker? We basically 
show that unless specific restrictions are made on the change in risk and/or on the 
shape of the utility function, a risk-averse decision-maker may very well decide to 
increase his exposure to a risk whose distribution deteriorates. 

While they have the same formal structure, the two examples just described share 
another important feature: the decision-maker faces only one risk and by his single 
decision about this risk, he optimally controls the total risk he will assume. An impor­
tant part of this survey will be devoted to a more realistic case recently developed in 
the literature under the general heading of "background risk". In this problem two 
risks are involved: one is exogenous and is not subject to transformations by the deci­
sion maker while the other one is endogenous and can be controlled in the way 
described in each of the two examples. The exogenous risk can be for example a risk 
related to labour income that is traditionally not insurable through standard insurance 
markets. The question raised in this new framework can be described as follows: how 
does the background risk affect the optimal decisions about the endogenous one? Is 
it true that e.g., a deterioration in the background risk will always reduce risk taking 
vis a vis the other risk? 

Before turning to this question, we present our basic model in section 4.2 and we 
state some basic results about it. Section 4.3 is devoted to a presentation of the stan­
dard stochastic orders. In section 4.4, we survey results about the impact of a change 
in the distribution of the endogenous/controllable risk. As indicated earlier, the role 
and impact of background risk are examined in section 4.5. Some extensions and a 
concluding remark are provided respectively in sections 4.6 and 4.7. 

4.2 A SIMPLE MODEL 

The two problems presented in the introduction can be written in the following 
compact manner: I 

I For more details, see Dionne-Eeckhoudt-Gollier (1993) and more especially pages 315-317. See also 
Eeckhoudt-Gollier (1995) and more specifically page 183, exercise 10.1. The reader who is interested in 
an insurance interpretation of some results in this survey may also refer to Alarie, Dionne and Eeckhoudt 
(1992). 
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max Eu(wo +aX+£) (1) 
" 

where ex is the decision variable, the value of which measures the extent of risk taking. 
The random variable £ stands for the background risk. The utility function u is 
assumed to be increasing and concave. By assumption £ is independent of X, the 
endogenous/controllable risk.2 

Notice finally that for the problem to make sense the random variable x must take 
negative and positive values otherwise the optimal ex would be either -00 or +00. The 
absolute value of ex expresses the exposure to risk x. Its optimallevel-denoted ex*­
has two properties that can be stated as follows: 

if the mathematical expectation of x is strictly positive, so will be ex*. This prop­
erty which was shown to be true in the absence of background risk remains valid 
in its presence (for a proof in an insurance context, see Doherty-Schlesinger 
(1983)). 
in the absence of background risk an increase in risk aversion decreases ex* (see 
Pratt (1964)). However as shown by Kihlstrom, Romer, Williams (1981), this rela­
tionship does not extend when an independent background risk is added to initial 
wealth. This result illustrates the importance of background risk the presence of 
which may invalidate results that hold true in its absence. 

4.3 DETRIMENTAL CHANGES IN RISK 

Suppose that random variable x undergoes an exogenous change in distribution. The 
initial cumulative distribution function is denoted F, whereas the final one is denoted 
G. Economists usually consider two specific subsets of changes in risk: first order or 
second order stochastic dominance (respectively FSD and SSD). In order to define 
these stochastic dominance orders, one looks at the effect of a change in risk on a 
specific class of agents. 

4.3.1 First Order Stochastic Dominance (FSD) 

F dominates G in the sense of FSD if the expected utility under F is larger than under 
G for any increasing utility function: 

f u(x)dF(x) ;::: f u(x)dG(x) Vuincreasing. (2) 

Observe that among the set of increasing functions, we have the standard "step" (or 
indicator) function, which takes value 0 if x is less than a given y, otherwise it takes 

2 Gollier and Schlee (1997) examine the more general problem with a correlated background risk. Notice 
also that many results reviewed in this paper also hold when final wealth is a concave function of a and x. 
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value 1. Thus, applying the above definition to this function yields the necessary con­
dition 1 - F(y) ~ 1 - G(y), or F(y) ~ G(y). Notice also that any increasing function 
can be obtained by a convex combination of step functions, i.e., the set of step func­

tions is a basis of the set of increasing functions. Observe finally that the expectation 
operator is linear, i.e., if u} and U2 satisfy condition (2), then AU} + (1 - A)u2 also sat­
isfies (2). All this implies that requiring F(y) ~ G(y) for all y is not only necessary, 
but also sufficient to guarantee that (2) holds. In conclusion, F dominates G in the 
sense of FSD if and only if 

F(x) ~ G(x) \::Ix. (3) 

Among other properties,3 it is worth remembering that after an FSD deterioration the 
mathematical expectation of a random variable necessarily decreases while the con­
verse is not necessarily true. 

4.3.2 Second Order Stochastic Dominance (SSD) 

Whereas this notion was already known in the statistical literature for a long time,4 it 
became popular in the economics and finance literature after the publication of Hadar 
and Russell's paper (1969). Distribution F dominates distribution G in the sense of 
SSD if all risk-averse agents prefer F to G. This is less demanding than FSD, since 
SSD requires F to be preferred to G just for increasing and concave utility functions, 
not for all increasing functions. 

Observe that the set of "min" functions-u(x) = min(x, y)-are increasing and 
concave. Thus a necessary condition for SSD is obtained by requiring condition (2) 
to hold for such functions. It yields 

r xdF(x) + y(l-F(y»~ r xdG(x)+ y(l-G(y», 

or, integrating by parts, 

r F(x)dx ~ r G(x)dx. (4) 

Notice that any increasing and concave function can be obtained by a convex combi­
nation of "min" functions. Thus, using the same argument as before, it is true that 
condition (4) is not only necessary, but is also sufficient for F to dominate G in the 
sense of SSD. 

If F dominates G in the sense of SSD and if F and G have the same mean, then 
G is said to be an increase in risk (IR). Rothschild and Stiglitz (1970) showed that 

) For an excellent survey on stochastic dominance, see H. Levy (1992). 
4 See Hardy, Littlewood and Polya (1929). 
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any increase in risk can be obtained either by adding noise to the initial random vari­
able, or by a sequence of mean-preserving spreads (MPS) of probabilities. A noise is 
obtained by adding a zero-mean lottery to any outcome of the initial random variable. 
A MPS is obtained by taking some probability mass from the initial density and by 
transfering it to the tails in a way that preserves the mean. 

Finally, notice that any SSD deterioration in risk can be obtained by the combi­
nation of a FSD deterioration combined with an increase in risk. 

4.4 THE COMPARATIVE STATICS OF CHANGES IN 
THE CONTROLLABLE RISK 

In this section, we assume that some information is obtained that allows agents to 
revise the distribution of X, but £ remains unaffected. The literature devoted to this 
topic was mostly developed under the assumption that there is no background risk. 
Most often, this is without loss of generality. Indeed, for every increasing and concave 
u, define the indirect utility function v as follows: 

v(z) = Eu(z + e). (5) 

This allows us to rewrite the initial problem (I) as 

max Ev(wo +a.x). (6) 
IX 

Observe now that u[n], i.e., the nth derivative of u, and v[n] have the same sign, for any 
integer n. In particular v is increasing and concave. As long as no restriction on the 
utility function other than those on the sign of some of its derivatives is imposed, 
(1 )and (6) are qualitatively the same problems. 

As mentioned above, stochastic orders have been defined on the basis of how 
changes in distribution affect the welfare of some well-defined set of agents in the 
economy. In this section, we examine the effect of a disliked change in the distribu­
tion of x on the optimal exposure a* to this risk. For a while many researchers natu­
rally extended the results about the agent's welfare to his optimal degree of risk taking. 
It turns out however that such an extension may not be correct. 

The first-order condition on a* under distribution F is written as: 

f xu'(wo +a * x)dF(x) = o. (7) 

Given the concavity of the objective function with respect to the decision variable, 
the change in risk from F to G reduces the optimal exposure to risk if 

f xu'(wo +a * x)dG(x) :s; O. (8) 
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It happens that F dominating G in the sense of FSD or SSD is neither necessary nor 
sufficient for a* to be reduced, i.e., for condition (8) to be satisfied whenever (7) is 
satisfied. It is stricking that a FSD deterioration in risk x or an increase in risk x can 
induce some risk-averse agents to increase the size a* of their exposure to it! As 
counter-examples, let us examine the standard utility function u(z) = z'-Y/(1 - y). Con­
sider in particular the case of a constant relative risk aversion y = 3, which is within 
the range of degrees of risk aversion observed in the real world. Finally, take Wo = 2 
and an initial distribution of x = (-1, 0.1; +4, 0.9). In this case, one can compute 
a* = 0.6305. 

Suppose now that x undergoes a FSD-deterioration with a new distribution (-1, 
0.1; +2, 0.9). Contrary to the intuition, the agent reacts by increasing his exposure to 
a* == 0.7015! Alternatively, suppose that x undergoes an increase in risk to the new 
distribution (-1, 0.1; +3, 0.45, +5, 0.45). Again, it is a puzzle that the agent reacts to 
this increase in risk by increasing his exposure to a* = 0.6328. 

From examples such as these, researchers tried to restrict the model in order to 
exclude the possibility of such puzzles. Two directions of research have been followed. 
One can either restrict preference functionals, or one can restrict the set of changes 
in risk. We hereafter examine these two lines of research separately. 

4.4.1 Restrictions on the Utility Function 

This line of research has been explored by Rothschild and Stiglitz (1971), Fishburn 
and Porter (1976), Cheng, Magill and Shafer (1987) and Hadar and Seo (1990). 
All their findings rely on the following observation. Define the function <I>(x; wo) = 
xu'(wo + a*x), where a* is the optimal exposure under F. We hereafter normalize it 
to unity. Combining conditions (7) and (8), the change in risk reduces the optimal 
exposure a* if 

(9) 

4.4.1.1 Conditions for FSD Shifts 
Suppose first that F dominates G in the sense ofFSD. Which condition is required on 
<p to guarantee that (9) holds? Comparing this condition to condition (2) directly pro­
vides the answer to this question: <I> must be an increasing function. Because 

~~ (x; wo) == u'(wo + x) + xu"(wo + x), 

<I> is increasing if 

Ar(wo+x)-woA(w()+x)~1 't/x, (10) 
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where A(z) = -u"(z)/u'(z) and Ar(z) = zA(z) are respectively the absolute and the rel­
ative degree of risk aversion measured at z. In conclusion, an FSD deterioration in x 
always reduces the optimal exposure to it if relative risk aversion is uniformly less 
than unity. If condition (10) is not satisfied for some x, it is always possible to build 
a counter-example, as we have done above. 

4.4.1.2 Conditions for Increases in Risk 
The same argument can be used for increases in risk, which require <\l to be concave 
in x. After some computations, we get that the second derivative of <1> with respect to 
x is negative if and only if 

r(wo +x) - woP(wo +x)::;2 'ilx, (11) 

where P(z) = -u"'(z)/u"(z) and P'(z) = zP(z) are respectively the absolute and the rel­
ative degree of prudence measured at z. In conclusion, an increase in risk x always 
reduces the optimal exposure to it if relative prudence is positive and less than 2. 
Notice that we built the counter-example above on the basis of P'(z) = Y + I = 4. 

4.4.2 Restrictions on the Change in Risk 

4.4.2.1 First-order Stochastically Dominated Shifts 
In this section, we present some restrictions on FSD in order to guarantee that all risk­
averse agents reduce their exposure after the shift in distribution. 

A first step in this direction was made in a slightly different context by Milgrom 
(1981) and later on by Landsberger and Meilijson (1990) and Ormiston and Schlee 
(1993). We say that F dominates G in the sense of the Monotone Likelihood Ratio 
order (MLR) if, crudely said, \jf(x) = G'(x)/F'(x) is decreasing.5 1t is easy to verify that 
MLR is a particular case of FSD. If F dominates G in the sense of MLR, we obtain 
that 

f xu'(wo + x)dG(x) = f xu'(wo + x)\jf(x)dF(x)::; \jf(0) f xu'(wo +x)dF(x) = O. (12) 

The inequality is due to the fact that x\jf(x) is always less than x\jf(O). The last 
equality is the first-order condition on a* = I under F. In consequence, a MLR­
deterioration in risk reduces the optimal exposure to it for all risk-averse agents. 

Since the FSD condition is already rather restrictive, the MLR property is even 
more so. Hence it is worth trying to extend the result we have just stated. First, observe 
that one can replace the monotonicity of \jf by a weaker single-crossing condition: 

5 See Athey (1997) and Gollier and Schlee (1997) for a more formal definition. MLR plays a crucial 
role in information theory, or in modern industrial economics. When there is no information whether a 
random variable is distributed as For G. the MLR condition means that the larger the outcome x, the more 
likely the distribution F. 
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'V(x) must single-cross the horizontal line at 'V(O) from above. This is indeed the only 
thing that has been used in the proof (12). This single-crossing condition is much 
weaker than MLR. 

Second, Eeckhoudt and Gollier (1995a) considered the ratio of the cumulative 

distributions, that is G(x) and coined the term "monotone probability ratio" (MPR) 
F(x) 

when this expression is non decreasing in x. As one can guess: 

MLR ~ MPR ~ FSD 

MPR is weaker than MLR, but is still a subset of FSD. It can be shown that the same 
comparative statics property holds under MPR. Hence the MPR condition is clearly 
an improvement on the MLR one. 

4.4.2.2 Increases in Risk 
Eeckhoudt and Hansen (1980) obtained a restriction on an increase in risk that yields 
the desired comparative statics property. They defined the notion of a "squeeze" of a 
density. This notion has been extended by Meyer and Ormiston (1985) who defined 
a strong increase in risk (SIR). A SIR is obtained when some probability weight is 
taken from the initial density ofx and sent either at its boundaries or outside the initial 
support. Meyer and Ormiston showed that all risk-averse agents reduce their expo­
sure to a risk that undergoes a SIR. 

In two subsequent papers, Black and Bulkley (1989) and Dionne, Eeckhoudt and 
Gollier (1993) weakened the notion of a SIR. Contrary to a SIR, these restrictions 
allow for transfering probability masses inside the initial support of the distribution 
of x. However, to maintain the desired comparative statics result, they had to make 
assumptions about the behavior of the likelihood ratio between the initial and the final 
densities. 

Another sufficient condition for an increase in risk to have an unambiguous effect 
on a* is the notion of a simple increase in risk, introduced by Dionne and Gollier 
(1992). A simple increase in risk is an IR such that F single-crosses G at x = O. 

To conclude this quick review, let us mention that much of this research resulted 
from A. Sandmo's discussion (1971) of the impact of the "stretching" of a random 
variable. A stretching of x is obtained from its linear transformation into y with y = 

tx + (1 - t)E(i) and t> 1. This transformation is mean-preserving since E(y) = E(x). 
This intuitive notion was later on generalized by Meyer and Ormiston (1989) under 
the terminology of the "deterministic transformation" of a random variable. However 
to obtain intuitive comparative statics results with such transformation the assump­
tion of decreasing absolute risk aversion is required. 

All the papers dealing with special cases of either FSD or IR that we have sur­
veyed so far share a common trend: one starts with rather restrictive sufficient con­
ditions to yield the desired comparative statics result and then one progressively 
relaxes them. The endpoint of these successive improvements is given by a set ofnec­
c'ssary and sufficient conditions that we now present. 
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4.4.2.3 The Necessary and Sufficient Condition 
Gollier (1995)and Gollier (1997) proposed a reversal in the agenda of research. Rather 
than trying to restrict the existing stochastic orders in order to obtain an unambigu­
ous comparative statics property, one should solve the following problem: what is the 
stochastic order such that all risk-averse agents reduce their exposure to the risk that 
undergoes such a change in distribution? He coined the term "Central Dominance" 
(CR) for it. 

Rothschild and Stiglitz (1971) already tried to solve this question, but their solu­
tion was wrong. Their argument went as follows: under which condition can we guar­
antee that 

f xu/Cwo + x)dG(x)::; f xu/Cwo + x)dF(x) (13) 

for all increasing and concave utility functions? Using the basis approach developed 
earlier in this paper, the condition is that (replace u by any "min" function): 

r xdG(x)::; r xdF(x) 

for all y. Contrary to the claim of Rothschild and Stiglitz (1971), this condition is suf­
ficient, but not necessary for CR. Indeed, condition (13) is sufficient but not neces­
sary for the comparative statics property. The correct necessary and sufficient 
condition is that the LHS of (13) be negative whenever the RHS is zero. Basing the 
analysis on this observation, Gollier (1995) obtained a correct characterization of CR, 
which is 

fy fV 3m E R: \:jy: xdG(x)::; m . xdF(x) (14) 

All sufficient conditions mentioned above are particular cases of CR. Interest­
ingly enough, strong and simple increases in risk satisfy condition (14) with m = 1, 
which was the condition proposed by Rothschild and Stiglitz (1971). But conditions 
like MLR, MPR and the weakenings of SIR by Black and Bukley (1987) and others 
satisfy the condition with m 0/= 1. Besides, whereas we already know that SSD is not 
sufficient for CR (see the numerical counter-examples), it also appears that SSD is 
not necessary. That is, it can be the case that all risk-averse agents reduce their a* 
after a change which is not a SSD. 

4.5 THE COMPARATIVE STATICS OF BACKGROUND RISK 

In the previous section, we explained why the presence of a background risk is unim­
portant to determine the sign of the impact of a change in the distribution of the con­
trollable risk. However, the background risk has an impact on the optimal value of 
the exposure to x. 
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In this section, we do the comparative statics analysis that is symmetric to the one 
performed in the previous section. We take the distribution of x as given and we per­
turbate the distribution of background risk E. Up to now, the literature focused mostly 
on the effect of introducing a background risk in the analysis. One compares the solu­
tion to program (6) to the solution of 

max Eu(wo +a.x). 
a 

Remember that, as shown by Pratt (1964), the necessary and sufficient condition for 
an unambiguous comparison, independent of Wo and the distribution of x, is that v be 
more risk-averse than u. In this case, the introduction of a background risk reduces 
the optimal exposure to x. Thus, the problem simplifies to determining whether 

EU"(Z+E) u"(z) 
---->---
EU'(Z+E) - u'(z) 

(15) 

for all z. If E is degenerated at a negative value, this condition is just decreasing 
absolute risk aversion (DARA). But it is logical to concentrate the analysis on the 
introduction of a pure background risk, viz. EE = o. 

The intuition that the introduction of a pure background risk should reduce the 
optimal exposure to other independent risks corresponds to the common wisdom that 
independent risks are substitutes. This intuition requires additional restrictions to the 
model, as shown by the following counter-example. Take u(z) = min(z, 50 + 0.5z), 
Wo = 101 and x = (-1, 0.5; +1.9, 0.5). Without background risk, one can compute 
a* = 1. But if pure background risk E = (-20, 0.5; +20, 0.5) is added to wealth wo, 
the agent increases his optimal exposure to a* = 1O.53! 

Several authors tried to find conditions on u that implies that a pure background 
risk reduces a*. If E is small, one can use second-order Taylor expansions of the 
numerator and denominator of the LHS of (15) to check that 

EU"(Z+E) 
, _ :::::A(z)+0.5crHA"(z)-2A'(z)A(z)]. 

Eu (z+£) 
(16) 

Thus, a necessary and sufficient condition for any pure small background risk to 
reduce the optimal exposure to other risks is: 

A"(z) ~ 2A'(z)A(z) Vz. (17) 

Absolute risk aversion may not be too concave. But what is necessary and sufficient 
for small risk is just necessary if one wants the comparative statics property to hold 
for any risk. Gollier and Scarmure (1994) proved that a sufficient condition is that 



The Effects of Changes in Risk on Risk Taking: A Survey 127 

absolute risk aversion be decreasing and convex. The proof of this result is immedi­
ate. Indeed, let us define h(t) = u'(z + t)/Eu'(z + E). It yields 

Eu"(z + E) Eh(-)A( -) - _ = E z+E 
EU'(Z+E) 

= EA(z + £) + E(h(£) -l)A(z + £) 
~ A(z + EE) + cov(h(£), A(z + E)) 

~ A(z). (18) 

The first inequality is a direct application of Jensen's inequality, and A" > O. The 
second inequality comes from the fact that h and A are two decreasing functions of 
E. This concludes the proof. 

The convexity of absolute risk aversion is compatible with its positivity and its 
decrease. It is also an intuitive assumption as it means that the risk premium to any 
(small) risk decreases with wealth in a decreasing way. Observe that the familiar utility 
functions with constant relative risk aversion yare such that A(z) = y/z, so A' < 0 and 
A" > O. Thus, there is no ambiguity of the effect of background risk for this set of 
utility functions. 

Eeckhoudt and Kimball (1992) and Kimball (1993) obtained an alternative suffi­
cient condition that they called "standard risk aversion". Risk aversion is standard if 
absolute risk aversion A and absolute prudence P are both decreasing in wealth. 
Decreasing prudence means that the effect on savings of a risk on future incomes is 
decreasing with wealth. 

Gollier and Pratt (1996) obtained the necessary and sufficient condition for a 
background risk with a non-positive mean to increase the aversion to other indepen­
dent risks. They coined the term (background) "Risk Vulnerability". They used a tech­
nique of proof that has been systematized in Gollier and Kimball (1997) to solve other 
problems dealing with multiple risks. 

Up to now, we examined the effect of introducing a background risk. Eeckhoudt, 
Gollier and Schlesinger (1996) considered the more general problem of the effect of 
increasing the background risk, in the sense of a FSD or IR shift in distribution. In 
the case of an increase in background risk, they showed that the restrictions to impose 
on u to obtain an unambiguous effect on a* are much more demanding than risk vul­
nerability. Meyer and Meyer (1997) relaxed these conditions on u at the cost of 
restricting the changes in risk. For example, standard risk aversion is sufficient when 
limiting the analysis to the effect of a strong increase in background risk. 

4.6 EXTENSIONS 

Let us go back to the problem analyzed in section 4.4. Indeed, the effect of a change 
in the distribution of x and the effect of introducing a pure background risk are not 
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without any link. Suppose that there is no background risk, but rather that the increase 
in risk of x takes the form of adding an independent pure white noise f to it. The 
derivative of the objective function with the new risk x + f evaluated at the initial 
optimal exposure (normalized to I) is written as 

E(x +f)u'(wo +x + f) = £Xu'(wo +x +E) + EEu'(wo + x + f) 

= Exv'(wo + x)+EfU'(wo +X+f) 

~ EfU'(Wo +X+f) 

~o. (19) 

The first inequality is obtained by using the fact that a* = I under the initial risk X, 
together with the fact that v is more concave than u under risk vulnerability. The 
second inequality is a direct consequence of the fact that E(E)= O. We conclude that 
risk-vulnerable agents reduce their exposure to a risk that has been increased in the 
sense of adding a zero-mean independent white noise to it. This result is in Gollier 
and Schlesinger (1996). 

Recent developments of this field of research have been made to extend 
the basic model (I) to more than one source of endogenous risk. Landsberger and 
Meilijson (1990), Meyer and Ormiston (1994) and Dionne and Gollier (1996) 
considered the two-risky-asset problem, which is written as: 

max Eu( Wo + ail + 0- a)x2). 
a. 

These authors determined whether imposing MLR, SIR or other restrictions on the 
change in the conditional distribution of x I generates the same conclusion in this more 
general context. Notice that rewritting final wealth as Wo + a(xl - X2) + X2 suggests 
that this problem is similar to the initial one, with a controllable risk (XI - X2), and a 
"background" risk X2. But the two risks are here correlated. 

Another line of research is related to the management of mUltiple endogenous 
risks, a problem which can be formulated as follows: 

max EU(wo + faiXi). 
U[, ... ,Un i::::l 

Dionne and Gagnon (1996) focused on the case n = 2, which corresponds to the man­
agement of a portfolio with two risky assets and one riskfree asset. Eeckhoudt, Gollier 
and Levasseur (1994) examined the case where the Xi are i.i.d., in which case all 
af are the same. They addressed the question of how a* is affected by an increase in 
n. As an application, we have the optimal strategy of an agent who has to insure a 
fleet of vehicule. Gollier, Lindsey and Zeckhauser (1997) showed that an increase in 
n reduces a* if relative risk aversion is constant and less than unity. 
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4.7 CONCLUSION 

Stochastic dominance orders have been defined to determine the effect of a change in 
risk on the welfare of some category of economic agents. It is now apparent that these 
concepts are not well suited to perform comparative statics analyses. As an example, 
an increase in risk a la Rothschild-Stiglitz on the return of a risky asset may induce 
some risk-averse agents to increase their demand for it. Also, an increase in back­
ground risk a la Rothschild-Stiglitz may induce some risk-averse agents to raise their 
demand for another independent risk. In this paper, we summarize the main findings 
that allow to solve these paradoxes. We tried to convince the reader that most restric­
tions to preferences or to stochastic orders make sense even if some are rather 
technical. 

We examined a simple model with a single source of endogenous risk, plus a 
background risk. We separately considered the case of a change in the distribution of 
the endogenous risk, and the case of a change in background risk. The current trends 
in this field is for the analysis of multiple risk taking situations, in which these two 
analyses are often combined to produce new results. Much progress must be still done 
on our understanding of the interaction between risks, but we now have the relevant 
tools and concepts to perform this work efficiently. 
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This chapter presents the basic theoretical models of insurance demand in a one­
period expected-utility setting. Models of coinsurance and of deductible insurance are 
examined along with their comparative statics with respect to changes in wealth, prices 
and attitudes towards risk. The similarities and difference between market insurance, 
self-insurance and self-protection are also presented. The basic models are then 
extended to account for default risk and for background risk. 
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5.1 INTRODUCTION 

The theory of insurance demand is often regarded as the purest example of economic 
behavior under uncertainty. Interestingly, whereas a decade ago most upper-level 
textbooks on microeconomics barely touched on the topic of uncertainty, much less 
insurance demand, textbooks today often devote substantial space to the topic. The 
purpose of this chapter is to present the basic model of insurance demand, that imbeds 
itself not only into the other papers in this volume and in the insurance literature, but 
also in many other settings within the finance and economics literatures. Since models 
that deal with nonexpected utility analysis are dealt with elsewhere in this volume, I 
focus only on the expected-utility framework. 

If we were to view insurance as simply a case of optimal risk sharing, we would 
be led to a simple sharing rule due to Karl Borch (1962). However, for many reasons, 
not the least of which is the sheer size of the economy, such ideal risk sharing rarely 
seems to take place. Indeed, even Borch himself had to move from the level of the 

* The author thanks Henri Louberge, Ray Rees, his Insurance Economics class at the University of 
Konstanz, and an anonymous referee for helpful comments on a draft of this chapter. Remaining errors 
are an example of a market for which there is no insurance. 
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individual, past the level of the insurance company, and to the level of reinsurance in 
expo siting his classic result. In this sense, we can view insurance as an intermediary. 
Although contingent contracts that allow for mutual risk sharing would be first 
best, such contracts are not feasible. We thus see insurers in the economy, who 
approximate the process by gathering and pooling the risks of a large number of 
individuals. 

The device offered by the insurer is one in which, for a fixed premium, the insurer 
offers an indemnity for incurred losses. Of course, there are many variations on this 
theme, as one can see from gleaning the pages of this volume. From a purely theo­
retical viewpoint, the model presented in section 5.2 of this chapter should be viewed 
as a base model, from which all other models deviate. 

In some ways, insurance is simply a financial asset. However, whereas most 
financial assets are readily tradable and have a risk that relates to the marketplace, 
insurance is a contract contingent on an individual's own personal wealth changes. 
This personal nature of insurance is what distinguishes it from other financial assets. 
It also exacerbates problems of informational asymmetry, such as moral hazard and 
adverse selection, which also are dealt with elsewhere in this volume. 

The preponderance of insurance models isolate the insurance-purchasing deci­
sion. The consumer decides how much insurance to buy for a well-defined risk. And 
indeed, this chapter starts out the same way in section 5.2. However, when multiple 
risks face the consumer, it is not likely to be optimal to decide how to handle each 
risk separately. Rather, some type of overall risk-management strategy is called for. 
Even if we make an insurance decision in isolation, the presence of these other risks 
is most likely going to affect our choice. The second part of this chapter (Section 5.3) 
shows how the presence of other risks-so-called "background risk"-impacts the 
consumer's insurance-purchasing decision. 

5.2 THE SINGLE RISK MODEL 

Insurance contracts themselves can be quite complicated, but the basic idea is fairly 
simple. For a fixed premium P the insurer will pay the insured a contingent amount 
of money, that depends upon the value of a well-defined loss. This insurance payment 
is referred to as the indemnity. 

To make the model concrete, consider an individual with initial wealth W > O. 
Let the random variable x denote the amount of the loss, where 0 ~ x ~ W. The insur­
ance indemnity is contingent only on x and will be written as I(x). We often assume 
that I(x) is nondecreasing in x and that 0 ~ I(x) ~ x, though neither of these assump­
tions is necessary to develop a theory of insurance demand. We do, however, assume 
that the realization of x is costlessly observable by all parties and that both parties 
agree on the distribution of the random variable x. Models that do not make these last 
two assumptions are dealt with elsewhere in this volume. 
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The insurer, for our purpose, can be considered as a risk-neutral firm that charges 
a market-determined price for its product. The individual is considered to be risk 
averse with von Neumann-Morgenstern utility of final wealth given by the function 
u(-), where u is assumed to be everywhere twice differentiable with u' > 0 and 
UN < O. The assumption of differentiability is not innocuous. It is tantamount in our 
model to assuming that risk aversion is everywhere of order 2.' 

5.2.1 Proportional Coinsurance 

The simplest type of indemnity payment is one in which the insurer pays a fixed 
proportion, say a, of the loss. Thus, lex) == ax. This type of insurance indemnity is 
often referred to as coinsurance, since the individual retains (or "coinsures") a frac­
tion 1 - a of the loss. If a == 1, the insurer pays an indemnity equal to the full value 
of the loss and the individual is said to have full insurance. 

An assumption that 0 :s; lex) :s; x here is equivalent to assuming that 0 :s; a s l. 

The case where a > I is often referred to as over insurance. The case where a < 0 is 
referred to by some as "selling insurance," but this description is incorrect. If a < 0, 
the individual is taking a short position in his or her own loss; whereas selling 
insurance is taking a short position in someone else's loss. 

To consider the insurance-purchasing decision, we need to specify the insurance 
premium as a function of the indemnity. The most general form of the premium is 

p[IO] == E[l(x) + c[l(x)]]. (1) 

Here E denotes the expectation operator and cO is a cost function, where c[l(x)] 
denotes the cost of paying indemnity l(x) , including any market-based charges for 
assuming the risk lex). Note that P itself is afunctional, since it depends upon the 
function 1(·). 

As a base case, we often consider c[I(x)] == 0 'r/x. This case is usually referred 
to as the case of perfect competition in the insurance market, since it implies that 
insurers receive an expected profit of zero, and the premium is referred to as a fair 
premium.2 

The premium, as defined in (I), is a bit too general to suit our purpose here. See 
Gollier (2000) for more discussion of this general premium form. We consider here 

I See Segal and Spivak (1990). Although extensions to the case where u is not everywhere differentiable 
are not difficult, they are not examined here. See Schlesinger (1997) for some basic results. 

2 Obviously real-world costs include more than just the indemnity itself, plus even competitive insurers 
earn a "normal return" on their risk. Thus, we do not really expect c[f(x)) = O. However, real-world markets 
also allow for the insurer to invest premium income, which is omitted here. so that zero-costs might not 
be a bad approximation for our purpose of developing a simple model. The terminology "fair premium" is 
taken from the uncertainty literature, since such a premium in return for the random payoff f(X) represents 
a "fair bet" for the insurer. 
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the simplest case of (1) in which the expected cost is proportional to the expected 
indemnity; in particular 

Pea) = E(ai + A.ai) = a(I + A.)Ex, (2) 

where A. is called the loading factor, A. ~ O. The individual's final wealth can then be 
expressed as a random variable, dependent upon the choice of a, 

Y(a) = W -a(I+A.)Ex-x+ai. (3) 

The individual's objective is choose a so as to maximize his or her expected utility 

maximizeE[ u(Y(a))], (4) 
a 

where we might or might not wish to impose the constraint that 0 ::; a::; I. 
Solving (4) is relatively straightforward, yielding a first-order condition for the 

unconstrained objective 

dEu = E[u'(Y(a)). (x - (I + A.)Ex)] = o. 
do. 

(5) 

The second-order condition for a maximum holds trivially from our assumption 
that u" < O. Indeed, tfEulda2 is negative everywhere, indicating that any 0.* satisfy­
ing (5) will be a global maximum. The fact that E[u(Y(a))] is globally concave in a 
also turns out to be key in later examining various comparative statics. 

Evaluating dEulda at a = I shows that 

dEul = -AEu'(Y(I)). Ex + Cov(u'(Y(l)), x) = -AEu'(Y(1)). Ex +0, 
da a=1 

(6) 

where Cov(·,·) denotes the covariance operator. Consequently, the sign of (6) will be 
zero if A. = 0 and will be negative if A. > O. Together with the concavity of Eu(Y(a)) 
in a, this implies the following result, usually referred to as Mossin s Theorem:3 

Theorem. If proportional insurance is available at a fair price (A. = 0), then full cov­
erage (0.* = 1) is optimal. Ifthe price of insurance includes a positive premium loading 
(A. > 0), then partial insurance (0.* < 1) is optimal. 

3 The result is often attributed to Mossin (1968), with a similar analysis also appearing in Smith 
(1968). 
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Note that Mossin's Theorem does not preclude a possibility that a* :5 0 in the 
unconstrained case. Indeed, evaluating dEulda at a = 0 when A > 0, yields 

dEul = -AEu'(Y(O))· Ex + Cov(u'(Y(O)), x). 
da a=O 

(7) 

Since the covariance term in (7) is positive and does not depend on A, we note 
that there will exist a unique value of A such that the derivative in (7) equals zero. At 
this value of A, zero coverage is optimal, a* = O. For higher values of A, a* < O. Since 
Eu(Y(a» is concave in a, a = 0 will be a constrained optimum whenever the uncon­
strained optimum is negative. In other words, if the price of insurance is too high, the 
individual will not purchase any insurance. 

As long as the premium loading is nonnegative, A ;::: 0, the optimal level of insur­
ance will be no more than full coverage, a* :5 1. If, however, we allow for a negative 
premium loading, A < 0, such as might be the case when the government subsidizes 
a particular insurance market, then over insurance, a* > 1, will indeed be optimal in 
the case where a is unconstrained. Strict concavity of Eu(Y(a» in a once again 
implies that full insurance, a = 1, will be a constrained optimum for this case, when 
over insurance is not allowed. 

It may be instructive for some readers to compare the above results with the so­
called portfolio problem in financial economics. The standard portfolio problem has 
an investor allocate her wealth between a risky and a riskless asset. If we let A denote 
final wealth when all funds are invested in a riskless asset, and let z denote the random 
excess payoff above the payoff on the riskless asset, the individual must choose a 
weight ~, such that final wealth is 

Y(~) = (l-~)A +~(A+z) = A +~z. (8) 

A basic result in the portfolio problem is that sgn ~* = sgn Ez. If we set A == 
W - (1 + A)Ex, z == (1 + A)Ex - x, and ~ = (1 - a), then (8) is equivalent to (3). 
Noting that sgn Ez = sgn A in this setting, our basic portfolio result is exactly equiv­
alent to Mossin's Theorem. Using equation (8), we can think of the individual start­
ing from a position offull insurance (~ = 0) and then deciding upon the optimal level 
to coinsure, ~*. If A > 0, then coinsurance has a positive expected return, so that any 
risk averter would choose ~* > 0 (i.e., a* < 1). 

5.2.2 Effects of Changes in Wealth and Price 

In the general case, it is often difficult to define what is meant by the price and the 
quantity of insurance. Since the indemnity is a function of a random variable and since 
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the premium is a functional of this indemnity function, both price and quantity-the 
two fundamental building blocks of economic theory-have no direct counterparts 
for insurance. However, for the case of coinsurance, we have the level of coinsurance 
a and the premium loading factor 'A, which fill in nicely as proxy measures of 
quantity and price respectively. 

If the individual's initial wealth changes, but the loss exposure remains the same, 
will more or less insurance be purchased? In other words, is insurance a "normal" or 
an "inferior" good? Clearly, if 'A = 0, then Mossin's Theorem implies that full insur­
ance remains optimal. So let us consider the case where 'A > 0, but assume that 'A is 
not too large, so that ° < a* < 1. Since Eu(Y(a» is concave in a, we can determine 
the effect of a higher W by differentiating the first-order condition (5) with respect 
to w. Before doing this however, let us recall a few items from the theory of risk 
aversion. 

If the Arrow-Pratt measure of local risk aversion, r(y) = -u"(y)/u'(y), is decreas­
ing in wealth level y, then preferences are said to exhibit decreasing absolute risk aver­
sion (DARA). Similarly, we can define constant absolute risk aversion (CARA) and 
increasing absolute risk aversion (lARA). We are now ready to state the following 
result. 

Proposition 1. Let the insurance loading 'A be positive. Then for an increase in the 
initial wealth level W, 

(i) the optimal insurance level a* will decrease under DARA, 
(ii) the optimal insurance level a* will be invariant under CARA, 

(iii) the optimal insurance level a* will increase under lARA. 

Proof. Let F denote the distribution of x. By assumption, the support of F lies in the 
interval [0, W]. Define Xo == (1 + 'A)Ex. Assume DARA. Then we note that r(y,) < r(yo) 
< r(Y2) for any y, > Yo > Y2, and, in particular for Yo = W - a*(l + 'A)Ex - Xo + axo· 
Now 

'(PEu I rW aaaw u* = Jo u"(Y(a*»(x-(l+'A)Ex)dF 

= -r r(Y(a*»u'(Y(a*»(x - (1 + 'A)Ex)dF­

s: r(Y(a*»u'(Y(a*»(x - (1 + 'A)Ex)dF 

< -r(yo)U; u'(Y(a*»(x - (I + 'A)Ex)dF = oJ 

Thus increasing wealth causes a* to fall. 

(9) 

The cases where preferences exhibit CARA or lARA can be proved in a similar 
manner. • 
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We should caution the reader that DARA, CARA and lARA do not partition the 
set of risk-averse preferences. Indeed each of these conditions is shown to be sufficient 
for the comparative-static effects in Proposition, though none is necessary. 

The case of CARA is often used as a base case, since such preferences eliminate 
any income effect. However, a more common and, by most standards, realistic assump­
tion is DARA, which implies that insurance is an inferior good. One must use caution 
in using this interpretation however. It is valid only for the case of a fixed loss 
exposure x. Since real-world loss exposures typically increase as wealth increases, we 
do not necessarily expect to see richer individuals spending less on their insurance 
purchases, ceteris paribus.4 We do, however, expect that they would spend less on the 
same loss exposure. 

In a similar manner, we can examine the effect of an increase in the loading factor 
A on the optimal level of insurance coverage. Differentiating the first-order condition 
with respect to A obtains 

~~~tx. :: -[EiEu'(Y(a*))]-aEi :;:;. (10) 

The first term on the right-hand side of equation (10) captures the substitution 
effect of an increase in A. This effect is negative due to the higher price of insurance. 
The second term on the right-hand side of (10) captures an income effect, since a 
higher premium would lower overall wealth, ceteris paribus. For a positive level of 
a, which we are assuming, this effect will be the opposite sign of a2Eulaaaw. For 
example, under DARA, this income effect is positive: the price increase lowers the 
average wealth of the individual, rendering him or her more risk averse. This higher 
level of risk aversion, as we shall soon see, implies that the individual will purchase 
more insurance. If this second (positive) effect outweighs the negative substitution 
effect, insurance can be considered a Giffen good. 5 More comprehensively, the 
following result is a direct consequence of equation (10) and Proposition 1. 

Proposition 2. Let the insurance loading be positive, with 0 < a* < 1. Then, insur­
ance cannot be a Giffen good if preferences exhibit CARA or lARA, but may be 
Giffen if preferences exhibit DARA. 

5.2.3 Changes in Risk and in Risk Aversion 

If the loss distribution F changes, it is sometimes possible to predict the change in 
optimal insurance coverage a*. Conditions on changes to F that are both necessary 

4 If the support of x is [0, L], it may be useful to define W", Wo + L. If the loss exposure is unchanged, 
an increase in W can be viewed as an increase in Woo More realistically, an increase in W will consist of 
increases in both Wo and L. 

5 A necessary and sufficient condition for insurance not to be Giffen is given by Briys. Dionne and 
Eeckhoudt (1989). 
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and sufficient for 0.* to increase are not trivial, but can be found by applying a 
Theorem of Gollier (1995) to the portfolio problem, and then using the equivalence 
of the portfolio problem and the insurance problem. Although this condition is very 
complex, there are several sufficient conditions for 0.* to rise due to a change in risk 
that are relatively straightforward. Since this topic is dealt with elsewhere in this 
volume (Eeckhoudt and Gollier, 2000), I do not detour to discuss it any further here. 

A change in risk aversion, on the other hand, has a well-defined effect upon the 
choice of insurance coverage. First of all, we note that for an insurance premium that 
is fair, A = 0, any risk-averse individual will choose an insurance policy with full cov­
erage, 0.* = 1. If, however, insurance premia include a positive premium loading, 
A > 0, then an increase in risk aversion will always increase the level of insurance. 
More formally, 

Proposition 3. Let the insurance loading be positive, with 0 < 0.* < 1. An increase 
in the individual's degree of risk aversion at all levels of wealth will lead to an increase 
in the optimal level of coverage, ceteris paribus. 

Proof. Let a~ denote the optimal level of coverage under the original utility function 
u. Let v denote a uniformly more risk-averse utility function. We know from Pratt 
(1964), that there exists a function g:[Image u] ~ 9t such that v(y) = glueY)], where 
g' > 0 and gil < O. 

Since v is a risk-averse utility function, we note that Ev(Y(a)) is concave in a. 
Thus, consider the following: 

~:tx: = dE!!U]I .. : = r g'[u(Y(a:))]u'(Y(a:))(x-(1+A)Ei)dF 

> g'[u(Yo)]{Joxu u'(Y(a:))(x -(1 + A)Ei)dF + J: u'(Y(a:))(x -(1 + A)Ei)dF} = 0 

(11) 

where Xo and Yo are as defined in the proof of Proposition 1, and where the inequal­
ity follows from the concavity of g. This last expression equals zero by the first-order 
condition for a~. 

Since Ev(Y(a)) is concave in a, the inequality in (11) implies that a~ > a~. 

5.2.4 Self-Insurance and Self-Protection 

It is useful, at this point, to distinguish insurance from two other types of protection 
against loss. These alternatives were first examined in a classic article by Ehrlich and 
Becker (1972) and represent engineering-types of alternatives. That is, while insur­
ance, which Ehrlich and Becker distinguish under the label "market insurance," offers 
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third-party indemnification for losses that occur, these alternatives actually change 
the frequency and/or severity of the loss distribution. In particular, self-insurance 
lowers the financial severity of any loss that occurs, whereas self-protection reduces 
the likelihood that a loss occurs.6 An example of self-insurance might be the instal­
lation a sprinkler system to protect against fire damages. An example of self­

protection might be the installation of dead-bolt locks at home to keep potential 
thieves from entering. 

In reality, the distinction between self-insurance and self-protection is often 
blurred. Indeed even in the above examples, the sprinkler might extinguish a fire in a 
waste basket, essentially lowering the chance of any loss occurring. Likewise, the 
dead-bolt lock might only take away from some of the thief's time spent in your house, 
thus lowering the level of damages. The point is that most investment to control losses 
simultaneously contains some degree of both self-insurance and self-protection. 
Moreover, changes in a loss distribution are not typically decomposable into self­
insurance and self-protection types of changes.7 

One way to view self-insurance in the general case is to redefine the "indemnity 
function" lex) as the deterministic reduction of the loss, which would have been of 
size x without self-insurance. 8 Thus, a loss that would have been x is now reduced to 
the amount x - I(x). Instead of a "premium" P[I(·)], we can view P as the cost for 
achieving the loss-reduction schedule 1(·). In this setting, it is not surprising that self­
insurance and market insurance are substitutes, which was proven formally by Ehrlich 
and Becker for the simple case where there are only two states of nature: loss and no­
loss, where the loss size without self-insurance is fixed. 

Similarly, one way to view self-protection is to define the random variable L as 
the size of a loss, conditional on the occurrence of a loss. We then let p denote the 
probability of a loss occurring. The loss amount x thus has a distribution that con­
tains an atom at zero. In particular, no loss occurs with probability (1- p), and with 
probability p the consumer experiences a loss of random size L. To introduce self­
protection, let c denote the level of investment in this type of activity. We assume that 
the loss probability is affected with p == p( e), where p(.) is a decreasing function. Final 
wealth can thus be viewed as a compound lottery. With probability /- pee) the level 
of wealth is W - e, and with probability pee) final wealth is W - e - L, where the 
distribution of loss severity L is assumed to be unaffected bye. 

Whereas an investment in market insurance or in self-insurance will increase 
wealth in the "bad" states of nature at a cost of reduced wealth in the good states, 
the same cannot be said of self-protection. By increasing the expenditure on 

6 This terminology is still standard in the economics literature. These two activities are typically referred 
to as "loss reduction" and "loss prevention" respectively in the insurance literature. 

7 Ehrlich and Becker (1972) perform only a sketchy analysis of continuous loss distributions, and they 
provide no clear definitions of self-insurance and self-protection except for the simple two-state framework. 

8 If the reduction in loss size is stochastic, rather than deterministic, the analysis becomes much more 
complex. 
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self-protection c, final wealth is lower in every state of nature. However, self­
protection alters the probabilities so that the best state of nature (no loss) is more 
likely. Given their very different structures, it is not surprising that self-protection is 
not generally a substitute for market insurance or self-insurance, and may indeed be 
a complement.9 

If we turn our attention to the effects of risk aversion on the purchase of self­
insurance, it is not surprising that self-insurance behaves much like market insurance. 
Under reasonable cost conditions, investment in self-insurance increases with higher 
levels of risk aversion. The same is not true for self-protection. Indeed, since self­
protection lowers wealth in all states of nature, including the state with the highest 
loss, a more risk averse individual might optimally invest less in self-protection, in 
order to improve the worst possible wealth level. 1o 

5.2.5 Deductible Insurance 

Although proportional coinsurance is the simplest case of insurance demand to model, 
real-world insurance contracts often include fixed co-payments per loss or deductibles. 
Indeed, optimal contracts include deductibles under fairly broad assumptions, and 
under fairly simple but realistic pricing assumptions, straight deductible policies can 
be shown to be optimal. 11 In this section, we examine a few aspects of insurance 
demand when insurance is of the deductible type. 

For deductible insurance, the indemnity is set equal to the excess of the loss over 
some predetermined level. Let L denote the supremum of the support of the loss 
distribution, so that L denotes the maximum possible loss. By assumption, we have 
L ::; W. Define the deductible level D E [0, L] such that I(x) == max(O, x - D). If 
D = 0, the individual once again has full coverage, whereas D = L now represents zero 
coverage. One complication that arises, is that the general premium, as given by equa­
tion (1), can no longer be written as a function of only the mean of the loss distribu­
tion, as in (2). Also, it is difficult to find a standard proxy for the quantity of insurance 
in the case of deductibles. 12 

In order to keep the model from becoming overly complex, we assume here that 
the distribution F is continuous, with density function/, so that dF(x) = j(x)dx. We 
will once again assume that the insurance costs are proportional to the expected 
indemnity, so that the premium for deductible level D is given by 

9 Ehrlich and Becker (1972) derive complementarily in a model with two states of nature, under certain 
cost conditions. 

10 Dionne and Eeckhoudt (1985) show these risk-aversion effects for the two-state model. Briys and 
Schlesinger (1990) extend this analysis by analyzing the effects of self-insurance and self-protection on the 
riskiness of final wealth. Sweeney and Beard (1992), show that there do not exist any conditions in an 
expected-utility framework that would lead to an individual always investing weak more in self-protection. 
See also the recent contributions of Jullien et al. (1999) and Dachraoui et al. (\999). 

11 See the essay by Gollier (2000) in this volume for a detailed analysis of the optimality of deductibles. 
12 Meyer and Ormiston (1998) make a strong case for using E[/(il], although it is often much simpler 

to use D as an inverse proxy for insurance demand. 
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P(D) == (1 + I>.)E[1(i)] = (I + 1>.) t (x - D)dF(x) = (1 + 1>.) f)l- F(x)]dx, (12) 

where the last equality is obtained via integration by parts. 
Using Leibniz Rule, one can calculate the marginal premium reduction for 

increasing the deductible level,13 

P'(D) == -(1 + 1>.)(1- F(D)). (13) 

By increasing the deductible level, say by an amount !1D, the individual receives 
a lower payout in all states of the world for which the loss exceeds the deductible. 
The likelihood of these states is 1 - F(D). While it is true that the likelihood will 
also change as D changes, this effect is of secondary importance and, due to our 
assumption of a continuous loss distribution, disappears in the limit. 

Following the choice of a deductible level D and using the premium as specified 
in (12), final wealth can be written as 

feD) = W -P(D)-min(i,D). (14) 

The individual's objective is now to choose the best deductible, 

max imizeE[u(f(D))], where 0::; D::; L. 
D 

(15) 

Assume that the premium loading is nonnegative, I>. :2: 0, but not so large that we obtain 
zero coverage as a corner solution, D* = L. The first-order condition for the maxi­
mization in (15), again using Leibniz rule, is 

dEu = -P' rD u'(W _ P _ x)dF + (-P' -1) rL u'(W - P - D)dF 
dD Jo JD 

= -P' r u'(W - P - x)dF +(-P' -1)(1- F(D))u'(W - P - D) = O. (16) 

The first term in either of the center expressions in (16) represents the marginal 
net utility benefit of premium savings from increasing D, conditional on the loss not 
exceeding the deductible level. The second term is minus the net marginal utility cost 
of a higher deductible, given that the loss exceeds the deductible. Thus, (16) has a 
standard economic interpretation of choosing D* such that marginal benefit equals 
marginal cost. 

d h(O hU) ()H 
13 Leibnizrulestatesthat - f H(x,t)dx = H(b,t)b'(t)-H(a,t)a'(t)+ f-dx. 

dt u(t) (l(t) at 
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The second-order condition for the maximization in (16) can be shown to hold 
as follows. 

d2~U = (1+A)(-f(D»fD U'(W -P-x)dF+(-P')u'(W -P-D)f(D) 
dD Jo 

+ (_p,)2 J: U"(W - P - x)dF +(1 + A)(- f(D»(I- F(D»u'(W - P - D) 

+(-P' -1)(- f(D»u'(W - P - D)+(-P' _1)2(1- F(D»" (W - P - D). (17) 

Multiplying all terms containingfiD) in (17) above by (1 - F(D»/(1 - F(D» and 
simplifying, yields 

d 2Eu = -f(D) [_p'fD u'(W-P-x)dF+(-P'-I)(1-F(D»u'(W-P-D)] 
dD2 I-F(D) Jo 

+ [(_p,)2 s: u"(W -P-x)dF+(-P'_1)2(1-F(D»u"(W -P-D)]<O (18) 

The first term in (18) is zero by the first-order condition, while the second term is 
negative from the concavity of u, thus yielding the inequality as stated in (18). 

To see that Mossin's Theorem can be extended to the case of deductibles, rewrite 
the derivative in (16) as 

dEu [fL ] dD = (1- F(D» (1 + A) Jo u'(W - P - min(x, D»dF - u'(W - P - D) . (19) 

If A = 0, then (19) will be negative for any D > 0, and is easily seen to equal zero 
when D = 0. For A > 0, (19) will be positive at D = 0, so that the deductible should 
be increased. Therefore, Mossin's Theorem also holds for a choice of deductible. 

It also is straightforward to extend the comparative-static results of Propositions 
1-3 to the case of deductibles as well, although we do not provide the details here. 

5.3 THE MODEL WITH MULTIPLE RISKS 

Although much is to be learned from the basic single-risk model, rarely is the insur­
ance decision made with no other uncertainty in the background. This so-called back­
ground risk might be exogenous or endogenous. In the latter case decisions on how 
to best handle risk cannot usually be decided in isolation on a risk-by-risk basis. 
Rather, some type of comprehensive risk management policy must be applied. 14 

14 This question was first addressed by Mayers and Smith (1983) and Doherty and Schlesinger (1983). 
The special case of default risk was developed by Doherty and Schlesinger (1990), and Schlesinger and 
Schulenburg (1987). 



The Theory of Insurance Demand 143 

However, even in the case where the background risk is exogenous and independent 
of the insurable risk, we will see that the mere presence of background risk affects 
the individual's insurance choice. 

The existence of uninsurable background risk is often considered a consequence 
of incomplete markets for risk sharing. For example, some types of catastrophic risk 
might contain too substantial an element of nondiversifiable risk, including a risk of 
incorrectly estimating the parameters of the loss distribution, to be insurable. Like­
wise, nonmarketable assets, such as one's own human capital, might not find ready 
markets for sharing the risk. Similarly, problems with asymmetry of information 
between the insurer and the insured, such as moral hazard and/or adverse selection, 
might preclude the existence of insurance markets for certain risks. 

We begin the next section by examining a type of secondary risk that is always 
present for an insurable risk, but almost universally ignored in insurance theory; 
namely the risk that the insurer does not pay the promised indemnity following a 
covered loss. The most obvious reason for nonpayment is that the insurer may be 
insolvent and not financially capable of paying its claims in full. However, other 
scenarios are possible. For instance, there might be some events that void insurance 
coverage, such as a probationary period for certain perils to be included, or exclusion 
of coverage in situations of civil unrest or war. IS Even if the insurer pays the loss 
in full, it may decide to randomly investigate a claim thereby substantially delaying 
payment. In such an instance, the delay reduces the present value of the indemnity, 
which has the same effect as paying something less than the promised indemnity. 

5.3.1 The Model with Default Risk 

We consider here an insurance model in which the insurer might not pay its claims 
in full. To keep the model simple, we consider only the case of a full default on an 
insured's claim in which a loss of a fixed size either occurs or does not occur. Let the 
support of the loss distribution be {O, L}, where a loss of size L occurs with proba­
bility p, 0 < p < 1. Let a once again denote the share of the loss paid as an indem­
nity by the insurer, but we now assume that there is only a probability q, 0 < q < 1, 
that insurer can pay its claim, and that with probability I - q the claim goes unpaid. 16 

As a base case, we consider a fair premium, which we calculate taking the default 
risk into account as pea) = apqL. 

Obviously such a premium is not realistic, since for q < 1 it implies that the insurer 
will default almost surely. More realistically the insurance will contain a premium 
loading of A > O. Thus pea) = ap[(l + A)q]L. Since P, a,p and L are known or observ­
able, the consumer observes only q(l + A), rather than q and A separately. It is the 

15 Although not modeled in this manner, the possibility of a probationary period is examined by 
Eeckhoudt, et al. (1988), who endogenize the length of probation. 

16 In a two-state (loss vs. no loss) model, there is no distinction between coinsurance and deductibles. 
A coinsurance rate (X is identical to a deductible level of D = (1 - alL. 
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consumer's perception of q and A that will cause a deviation in insurance purchasing 
from the no-default-risk case. Since we only concern ourselves with how default risk 

affects insurance demand, the base case of a "fair premium" with "A = 0 seems like a 
good place to start. 

Given our model, states of the world can be partitioned into three disjoint sets: 
states in which no loss occurs, states in which a loss occurs and the insurer pays its 
promised indemnity, and states in which a loss occurs but the insurer pays no indem­
nity. We assume that the individual's loss distribution is independent of the insurer's 
insolvency. Thus, the individual's objective can be written as 

max imize Eu = (1- p )u(Y,) + pqu(Y2 ) + p(1- q )u(Y3) 
a 

where 

Y, == W- apqL 

Y2 == W - apqL - L + aL 

Y3 == W - apqL - L 

The first-order condition for maximizing (20) is 

dEu = -(1- p) pqLu'(Y.,) + pq(1- pq )Lu'(Y2 ) - p(l- q) pqLu'(Y3) = O. 
da 

Dividing through by L and rearranging, we can rewrite (21) as 

u'(Yz) = ~u'(Y.,) + (1- ~)U'(Y3)' 

(20) 

(21) 

(22) 

where ~ = (1 - p)/(l - pq), 0 < ~ < 1. Thus we see that U'(Y2) is a weighted average 
of u'(Y,) and U'(Y3).17 Given the concavity of u(·), equation (22) implies that 

(23) 

so that a* < 1. Clearly then, Mossin's Theorem does not hold in the presence of 
default risk. 

In the presence of default risk, although we can purchase "nominally full insur­
ance" with a* = 1, this does not fully insure the individual, since the insurer might 

17 Note that if there is no default risk with q = I, then u'( Y,) = u'( Y,) implying that a* = I, as we already 
know from Mossin'sTheorem. 
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not be able to pay a valid claim. Indeed, in the case where the insurer does not pay a 
filed claim, the individual is actually worse off than with no insurance, since the indi­
vidual also loses his or her premium. The higher the level of insurance, the higher the 
potential loss of premium. Thus it is not surprising that a* = 1 is not optimal. 

It also is not difficult to show that, in contrast to the case with no default risk, an 
increase in risk aversion will not necessarily lead to an increase in the level of insur­
ance coverage. Although a more risk-averse individual would value the additional 
insurance coverage absent any default risk, higher risk aversion also makes the indi­
vidual fear the worst-case outcome (a loss and an insolvent insurer) even more. More 
formally, let v(·) be a more risk-averse utility function than u(·). As in section 1.3, we 
know there exists an increasing concave function g, such that v(y) = g[u(y)] for all y. 

Without losing generality, we can assume that g'[u(Y2)] = 1, so that g'[u(YJ)] < I 
< g'[u(Y3)]. Now, calculating 

dEVI = -g'[uCYj)](l- p)pqLu'CYj) + pq(I - pq)Lu'CYz} 
da ,,~ 

- g'[uCY3 )]pCI-q)pqLu'CY3 ). (24) 

Comparing (24) with (21), we see that one of the negative terms on the right-hand 
side in (24) is increased in absolute magnitude while the other is reduced. However, 
it is not possible to predetermine which of these two changes will dominate, a priori. 
Thus, we cannot predict whether a* will increase or decrease. 

Using similar arguments, it is easy to show that insurance is not necessarily an 
inferior good under DARA, as was the case without default risk. A somewhat more 
surprising result is that, under actuarially fair pricing, an increase in the probability 
of solvency does not necessarily lead to a higher level of coverage. To see this, use 
the concavity of Eu(Y(a» in a, which is easy to check, and calculate 

(25) 

where H(a) is defined as the derivative in the first-order condition (21), with u(Y) 
replaced by the utility function -u'(Y). The level of insurance coverage will increase, 
due to an increase in q, if and only if (25) is positive. Although the second term on 
the right-hand side of (25) is positive, the first term can be either positive or negative. 
For example, if u exhibits DARA, it is straightforward to show that -u' is a more risk 
averse utility than u. Therefore, by our results on increases in risk aversion, H(a*) 
might be either positive or negative. 

There are two, and only two, circumstances in which the form of the utility 
function u will yield da*ldq > 0, regardless of the other parameters of the model 
(assuming fair prices). The first is where u is quadratic, so that H(a) = 0 for all a. 
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The second is where u satisfies CARA, and which case -u' and u represent the same 
risk-averse preferences. IS Hence, H(a*) = O. We also know for any risk-averse utility 
u, that da*/dq > 0 for q sufficiently close to q = 1. This follows since a* = 1 for 
q = 1, but a* < 1 for q < 1. 

5.3.2 An Independent Background Risk 

As opposed to a default risk, we now suppose that the insurer pays all of its claims, 
but that the individual's uninsured wealth prospect is W + E - X, where x once again 
represents the insurable loss and where £ represents a zero-mean background risk that 
is independent of X. We assume that the support of the distribution of E is not the sin­
gleton {O} and that W + E - x > 0 almost surely. It is assumed that E cannot be insured 
directly. We wish to examine the effect of E on the choice of insurance level a*. 

The case of an independent background risk is easily handled by introducing the 
so-called derived utility function which we define as follows: 

v(y) = EU(Y+E) = [U(Y+E)dG(E), (26) 

where GO is the distribution function for E. Note that we can now write 

m:xEu(Y(a)+E) = r [u(Y(a)+E)dG(E)dF(x)=r v(Y(a))dF(x) = Ev(Y(a)). (27) 

In other words, v(Y(a)) is simply the "inner part" of an iterated integral. Finding the 
optimal insurance level for utility u in the presence of background risk E, is identical 
to finding the optimal insurance level for utility v, absent any background risk. 

For example, suppose u exhibits CARA or that u is quadratic. Then it is easy to 
show in each case that v is an affine transformation of u, so that background risk has 
no effect on the optimal choice of insurance. 19 

More generally, we know that more insurance will be purchased whenever the 
derived utility function v(·) is more risk averse than u(·). A sufficient condition for 
this to hold is standard risk aversion as defined by Kimball (1993). A utility function 
exhibits standard risk aversion "if every risk that has a negative interaction with a 
small reduction in wealth also has a negative interaction with any undesirable, inde­
pendent risk." [Kimball (1993) p. 589] Here "negative interaction" means that risk 
magnifies the reduction in expected utility. Kimball shows that standard risk aversion 

18 This is easiest to see by noting that -u' is an affine transformation of u. 
19 For CARA, v(y) = ku(y) and for quadratic utility v(y) = u(y) + c, where k = E[exp(rE)] > 0 and 

c = -( var( E) for some t > O. Gollier and Schlesinger (1998) show that these are the only two forms of u 
for which v represents preferences identical to u. 
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is characterized by decreasing absolute risk aversion and decreasing absolute pru­
dence, where absolute risk aversion is r(y) = -u"(y)/u'(y) and absolute prudence is 
ll(y) = -ulll(y)lu"(y). 

It is easy to show that DARA is equivalent to ll(y) > r(y) '\fy. Since DARA implies 
prudence (i.e., ulll(y) > 0), then under DARA the function -u'(y) represents a risk­
averse utility of its own. The condition ll(Y) > r(y) thus implies that -u'O is a more 
risk-averse utility than u(·). Similarly, we find that decreasing absolute prudence or 
"DAP" implies that u""(y) < ° and that u"(·) is a more risk-averse utility function 
than -u'(·). 

Let 1t(y) denote the risk premium, as defined by Pratt (1964), for utility u(·), given 
base wealth y and fixed risk E. Similarly, let 1tJ{Y) and 1t2{Y) denote the correspond­
ing risk premia for utilities -u'O and u"O respectively. That is, 

Eu(y + E) = u(y -1t(y» 

-Eu'(y +E) = -u'{y -1t J (y» 

Eu"{y +E) = u"{y -1t2 (y». (28) 

Standard risk aversion thus implies that 1t2(Y) > 1tJ(y) > 1t(y) > ° '\fy. Thus, we have 
the following set of inequalities 

v"{y) - Eu"(y + E) -u"(y -1tz) -u"(y -1tJ) -u"(y) 

- v'{y) = EU'(Y+E) = u'(y-1tJ) > u'{y-1tJ) > u'{y) , 
(29) 

where the last inequality follows from DARA. Consequently v(·) is more risk-averse 
than u(.).zo 

Considering the maximization program (27), the above result taken together with 
our previous results on increases in risk aversion, implies the following: 

Proposition 4. (a) If insurance has a zero premium loading, A = 0, then full cover­
age is optimal in the presence of an independent background risk. (b) If insurance 
premia include a positive loading, A > 0, then partial coverage is optimal in the pres­
ence of an independent background risk. (c) If insurance premia include a positive 
loading, A > 0 and utility exhibits standard risk aversion, then more coverage is 
purchased in the presence of an independent zero mean background risk. 

Remark. Parts (a) and (b) above do not require Ee = O. They are direct applications 
of Mossin 's Theorem to utility v(·). Although the discussion above is for proportional 

20 Another simple proof that standard risk aversion is sufficient for the derived utility function to be 
more risk averse appears in Eeckhoudt and Kimball (1992). Standard risk aversion is stronger than neces­
sary, however. See Gollier and Pratt (1996). 
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coinsurance, part (c) of Proposition 4 also applies to deductibles, since it only relies 
upon vO being more risk-averse than u(-). 

5.3.3 Nonindependent Background Risk 

Obviously the background risk need not always be statistically independent of the loss 
distribution. For example, if £ = x then final wealth is risk free without insurance, 
y = W. Buying insurance on x would only introduce risk into the individual's final 
wealth prospect. Consequently, zero coverage is optimal, even at a fair price, A = O. 
For example, suppose the individual's employer provides full insurance coverage 
against loss x. We can represent this protection by £ as described here; and thus no 
further insurance coverage would be purchased. 

Similarly, if £ = -x then final wealth can be written as Y = w - 2x with no insur­
ance. Treating 2x as the loss variable, Mossin's Theorem implies that full insurance 
on 2x will be optimal at a fair price. This can be achieved by purchasing insurance 
with a coinsurance level of a* = 2. Although this is nominally "200% coverage," it 
is defacto merely full coverage of 2x. If insurance is constrained to exclude over­
insurance, then a = 1 will be the constrained optimum. For insurance markets with 
a premium loading A > 0, Mossin's Theorem implies that a* < 2. In this case, a 
constraint of no overinsurance might or might not be binding. 

For more general cases of nonindependent background risk, it becomes difficult 
to predict the effects on insurance purchasing. Part of the problem is that there is no 
general measure of dependency that will lead to unambiguous effects on insurance 
demand. Correlation is not sufficient since other aspects of the distributions of x and 
e, such as higher moments, also are important in consumer choice.21 Alternatives 
measures of dependence, many based on stochastic dominance, do not lead to 
definitive qualitative effects on the level of insurance demand. 

For example, suppose we define the random variable e' to have the same mar­
ginal distribution as e, but with e' statistically independent of x. We can define a 
partial stochastic ordering for W + £ - x versus W + e' - x. If, for example, we use 
second-degree stochastic dominance, we will be able to say whether or not the risk­
averse consumer is better off or worse off with e or e' as the source of background 
risk; but we will not be able to say whether the level of insurance demanded will be 
higher or lower in the presence of background risk e versus background risk e'. 

Some recent work has used more sophisticated partial orderings to examine the 
behavior of insurance demand in the presence of a background risk that is not statis­
tically independent from the loss distribution. For the most part, this work has 
focussed on comparing insurance demands with and without the background risk.22 

21 Doherty and Schlesinger (l983b) use correlation. but restrict the joint distribution of x and E to be 
bivariate normal. For other joint distributions, correlation is not sufficient. 

22 Aboudi and Thon (1995) do an excellent and thorough job of characterizing many of the potential 
partial orderings, albeit in a discrete probability space, but they only whet our appetite for applying these 
orderings to insurance demand. 
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Eeckhoudt and Kimball (1992), for example, use one particular partial ordering, 
assuming that the conditional distribution of £ given XI dominates the conditional 
distribution of £ given X2 via third-degree stochastic dominance, for every XI < X2· 

Eeckhoudt and Kimball go on to show that such a negative dependency between £ 
and x leads to an increase in insurance demand in the presence of background risk, 
whenever preferences exhibit standard risk aversion. Important to note here, is that 
even with the strong third-degree stochastic dominance assumption, risk aversion 
alone is not strong enough to yield deterministic comparative statics. 

One paper that does compare insurance demands for a change in background risk 
from £' to £, where £' is statistically independent from x and has the same marginal 
distribution as £, is Tibiletti (1995). She uses the concept of concordance as her partial 
ordering. In particular, if H(E, x) is the joint distribution of the random vector (£, x) 

and G(E, x) the distribution of (£', x), then H is less concordant then G if H(£, x) ~ 
G(£, x) '1£, x. In other words, G dominates H by joint first-degree stochastic domi­
nance. However, even using concordance, we need to make fairly restrictive assump­
tions on preferences to yield deterministic comparisons between optimal levels of 
insurance purchases. In particular, suppose we restrict the degree of relative prudence, 
.Yll(y) = -yulll(y)/u"(y), to be no greater than one. Then for H less concordant than G, 
more insurance will be purchased under H; i.e., more insurance is purchased in the 
presence of background risk £ than in the presence of the independent background 
risk £'. 

Note that concordance is yet another measure of positive dependency between 
£ and x. Thus the above result implies that if £ and x are, in a certain sense, nega­
tively associated with each other, so that higher losses are more readily exacerbated 
by the simultaneous realization of low background wealth, then more insurance is 
purchased. In other words, the individual can partly compensate for downward 
fluctuations in background risk £ by increasing his protection on the insurable loss 
x. While this result seems intuitively appealing, note that Tibi1etti's result above, just 
as the result of Eeckhoudt and Kimball (1992), does not automatically follow if 
we assume only risk aversion for consumer preferences. In particular, if we assume 
that we change from zero background risk to a background risk that is negatively 
associated with £ (either as measured by concordance, or as by Eeckhoudt and 
Kimball, 1992), there exist examples of risk-averse utility functions that would lead 
to the counter-intuitive result that insurance demand is lower in the presence of the 
background risk. 23 

23 Although results are sparse and restrictive, this seems to be an area of much recent research activity. 
Tibiletti (1995) introduces the use of copulas, which allow one to write the joint distribution of (E, x) as 
another joint distribution function of the marginal distributions of E and x, to analyze this problem. The 
use of particular functional forms for the copulas allows one to parameterize the degree of statistical asso­
ciation between x and e. See Frees and Valdez (1998) for a survey of the current use of copulas. The fact 
that a detrimental change in the background risk E does not necessarily lead to higher insurance purchases 
is examined by Eeckhoudt, Gollier and Schlesinger (1996), for the case where the deterioration can be 
measured by first-or second-degree stochastic dominance. 
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5.4 CONCLUDING REMARKS 

Mossin's Theorem is often considered to be the cornerstone result of modern 
insurance economics. Indeed this result depends only on risk aversion for smooth 
preferences, such as those found in the expected-utility model.24 

Although many results depend on stronger assumptions than risk aversion alone, 
research has turned in this direction. Stronger measures of risk aversion, such as those 
of Ross (1981) and of Kimball (1993), have helped in our understanding more about 
the insurance-purchasing decision. 

One common "complaint," that I hear quite often from other academics, is that 
these restrictions on preferences beyond risk aversion are too limiting. These critics 
might be correct, if our goal is to guess at reasonable preferences and then see what 
theory predicts. However, insurance demand is not just a theory. I doubt there is 
anyone reading this who does not possess several insurance policies. If our goal in 
setting up simple theoretical models is to capture behavior in a positive sense, then 
such restrictions on preferences might be necessary. Of course, one can always argue 
that more restrictions belong elsewhere in our models, not on preferences. 

As mentioned previously, the single-risk model as presented here should be 
viewed as a base case. As new insights about preferences become known, this model 
should extend in many ways. Indeed, many extensions already are to be found in this 
volume. Certainly there are enough current variations in the model so that every reader 
should find something of interest. I look forward to seeing the directions in which the 
theory of insurance demand is expanded in the years to come. 
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This chapter surveys the theory of optimal insurance contracts under moral hazard, 
revisiting the topic in light of developments in contract theory over the past twenty­
five years. Moral hazard leads to less than full insurance, so that the insured retains 
some incentive to reduce accident costs. What form does the partial insurance con­
tract take: a deductible, co-insurance or a ceiling on coverage? Posed in the most 
general form, the problem is identical to the hidden-action principal-agent problem. 
The insurance context provides some structure that allows more specific predictions. 
Optimal insurance contracts vary, for example, depending on whether effort affects 
the probability of an accident or its severity. The chapter characterizes the optimal 
insurance contract and integrates developments in contract renegotiation, contract 
dynamics and other extensions. 

Keywords: Insurance, contracts, moral hazard, principal-agent. 
JEL Classification Numbers: D8, G22. 

6.1 INTRODUCTION 

In the context of insurance, moral hazard refers to the impact of insurance on incen­
tives to reduce risks. An individual facing an accident risk such as of the loss of a 
home, car or the risk of medical expenses, can generally take actions to reduce the 
risk. Without insurance, the costs and benefits of accident avoidance, or precaution, 
are internal to the individual and the incentives for avoidance are optimal. With insur­
ance, some of the accident costs are borne by the insurer. The insured individual, 
bearing all of the costs of accident avoidance but only some ofthe benefits will under­
invest in accident avoidance. The precaution decision is distorted relative by the failure 
of the individual to incorporate the external cost imposed on the insurer. 

An insurance contract may specify the levels of precaution (the number of fire 
extinguishers, the frequency of inspection of equipment and so on). If the contract 
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were complete in the sense of specifying the individual's care in all dimensions and 
in all future contingencies prior to the accident, then moral hazard would not be an 
issue. If an insurance contract is incomplete, however, in the sense that it does not 
fully specify the precaution to be taken by the insured, then the precaution decision 
taken after the contract is signed will be distorted by the externality imposed on the 
insurer. The optimal insurance contract will be designed, within the constraints of 
asymmetric information and enforceability, in anticipation of the moral hazard 
problem. 

This chapter offers a synthesis of the economic theory of moral hazard in insur­
ance. It reviews the sources of moral hazard, i.e., the reasons why insurance contracts 
may be incomplete, and then develops the economic implications of moral hazard. 
The focus is on the implications of moral hazard for optimal contracts.' 

The term moral hazard originated in the insurance context that we will study here, 
but it is important to note that the meaning of the term has evolved and expanded. 
The concept and terminology of moral hazard now extend beyond the traditional 
context of insurance contracts to all types of contractual relationships. Labour con­
tracts, for example, are designed with the knowledge that the effort and diligence of 
the employee cannot be specified completely in the contract and instead must be 
induced through incentives provided in the contract. The relationships between a 
homeowner and a contractor, a lawyer or service provider and a customer, partners in 
a joint venture, the editor of this volume and the author of this chapter, are all subject 
to moral hazard. Even a marriage is subject to moral hazard insofar as costs are 
imposed on one marriage partner whenever the other one shirks.2 Moral hazard is 
often defined broadly as the conflict between the interests of an individual in an orga­
nization and the collective interest of the organization that arises when the contracts 
that comprise the organization are incomplete. 

Indeed, the concept of moral hazard can, in the limit, encompass any externality. 
Law and social norms can be interpreted together as a social contract specifying the 
rights and obligations of individuals in a society.3 All individuals are in the social con­
tract, and externalities are the consequence of incompleteness in the social contract. 
Moral hazard in the broadest sense encompasses the distortions in individual deci­
sions that result from incompleteness in the social contract. 

A large part of the microeconomics literature over the past twenty-five years has 

I This chapter is an update and extension of a previous survey (Winter (1992)). 
2 In an ideal marriage, costs imposed on the spouse are internalized an individual's own utility function. 

Love solves the moral hazard problem. 
1 To take a concrete example, drivers' decisions during morning rush hour, such as the speed, driving 

care and which route to take, are all decisions that impose costs on others. If all drivers could costlessly 
get on the internet before commuting to work in the morning and design an enforceable contract that 
specified these parameters for each driver then the externalities could be eliminated. In reality, of course, 
private contracts among drivers are incomplete in the extreme: they are non-existent. Highway regulations 
and tort law, in establishing rules and transfers among drivers in the events of accidents, can be interpreted 
as a (very incomplete) social contract specifying the obligations and rights of drivers. 
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been devoted to the implications of incomplete contracts (and the related concept, 
incomplete markets). In returning to the original context in synthesizing the implica­
tions of moral hazard in insurance, we draw on the developments in this literature. 

It is well known and intuitive that the contractual response to moral hazard is to 
leave some of the risk uninsured, i.e., borne by the risk averse insured individual rather 
than transferred entirely to the insurer. Leaving the individual with some share of the 
consequences of a marginal change in precaution improves his incentives. The optimal 
contract will balance the risk-sharing benefits of greater insurance with the incentive 
benefits of less insurance. 

What is perhaps less well understood is what form the risk-sharing takes. Will it 
involve a contract in which the individual bears the entire marginal cost of small 
losses, up to some limit-i.e., a deductible? Or will the optimal contract involve full 
insurance of marginal losses up to some coverage limit with the individual bearing 
the full marginal cost at high losses; or will it involve some continuous sharing of the 
marginal accident costs? The focus of this review of moral hazard is the design of the 
contractual response to moral hazard.4 

We begin in section 6.2 with the simplest moral hazard setting: a risk averse indi­
vidual faces a known loss, L, with a probability p(x) that depends upon the individ­
ual's effort x. In this simple case, the optimal form of the contract is not an issue; the 
optimal amount of insurance (and premium) is the entire problem. We extend this 
framework in section 6.3 to consider an individual facing with the same probability 
p(x), an uncertain loss, i. In this case an insurance policy takes the form of a func­
tional relationship between the realized loss and the insurance payment. Section 6.4 
considers the case where the individual's effort affects the magnitude of the random 
loss contingent on an accident, rather than the probability of the accident. The para­
meters in this case are the probability of an accident, p, and the distribution of acci­
dent costs conditional upon the accident, G(L; x). Section 6.5 then reviews the model 
of the optimal contract under a general distribution of losses. This connects the 
optimal insurance problem in terms of the standard principal-agent model. Section 
6.6 outlines various extensions to the theory of moral hazard, including the issues of 
renegotiation, multi-dimensional care, and the dynamics of insurance contracts under 
moral hazard. 

6.2 THE SIMPLEST MODEL 

The simplest model of moral hazard is built on the following assumptions: An indi­
vidual with initial wealth Wand utility function U(W) faces the risk of losing an 

4 The analysis of optimal contracts is partial equilibrium analysis. For treatment of the general equilib­
rium consequences of moral hazard, see Helpman and Laffont (1975). 
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amount of wealth, L. The probability of the loss is a function, p(x), of the care, x, 
undertaken by the individual on avoiding the loss. The cost of care is one dollar per 
unit. The function p(x) is assumed to be decreasing and convex, with p'(O) = -00. 

In the absence of insurance, after investing in care x the individual's final wealth is 
W - x if there is no accident and W - L - x if there is an accident. 

Insurance coverage in the amount of q dollars at a premium of 1t changes the final 
wealth in the events of no accident and accident, respectively, to W - x - 1t and W -
x - 1t - L + q. The insurer cannot observe x but (because the market for insurance 
is assumed to be competitive) the insurer is willing to offer any insurance contract 

[1t, q] that yields zero profits.5 

Before analyzing the optimal insurance problem under these assumptions, it is 
important to note various features of insurance that are not captured by this simple 
model. First, we represent care as a pecuniary expense, i.e., an expenditure of money 
or time. Many examples of care in insurance-security systems, locks, product safety 
decisions, fire sprinklers-fit this assumption. Care could, however, include diligence, 
the mental concentration of an automobile driver, or intensity of effort rather than 
expenditure. In the case of medical insurance, loss-avoidance costs would include 
physical discomfort that would result from cutting back on medical care.6 Any reduc­
tion in discomfort beyond that which would be specified in a complete contract is the 
consequence of moral hazard, but would require a slightly different model than the 
ones in this chapter. 

Second, we are adopting a model of hidden action rather than a model of hidden 
information, to use the distinction introduced by Arrow (1985) and now standard in 
the agency literature. Suppose that the cost per unit of care varied, instead of being 
equal to 1 as in our model. If the cost of care were uncertain at the time of contract­
ing, and were realized subsequently and observed only by the individual insured (prior 
to the individual's effort decision) then we would have a model of hidden informa­
tion. Even if care is observed in such a setting, the first-best contract would be unat­
tainable.7 We do not deal with hidden information settings in this paper. 

Third, if the information asymmetry were present at the time of contracting 
instead of subsequently, we would have a particular type of hidden information: 

5 Constraining profits to be an arbitrary value rather than zero has no qualitative impact on the results 
in this section or throughout the chapter. The characterization of optimal competitive insurance contracts 
therefore extends directly to any Pareto optimal contracts, including the case where there is market power 
on the sellers' side of the market. 

6 The simple model also excludes the possibility that utility is state-dependent, which is suggested by 
this example. Under the assumption of state dependent utility, very different results are generated. Con­
sider, for example, an individual who has tastes for only two activities: helicopter skiing and reading library 
books. This individual would rationally want negative insurance against the event of a debilitating acci­
dent, since negative insurance would transfer income into states of the world where his or her marginal 
utility of wealth is highest. After the insurance contract, the moral hazard problem would then be that the 
individual takes excessive care (because of the positive externality extended to the insurer in the event of 
an accident). 

7 For an analysis of hidden information contracts, see Mas-Colell, Whinston and Green (1996). 
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adverse selection (Akerlof (1970), Rothschild and Stiglitz (1976». The assumption 
of symmetric information at the time of contracting means that we are abstracting 
from the problem of adverse selection. Adverse selection in insurance markets refers 
to the implications of insurers' inability to identify the risk types of individuals. Some 
of the contractual implications of adverse selection and moral hazard are identical. 
Under both moral hazard and adverse selection partial coverage for at least some indi­
viduals is optimal. Other implications, for example the self-selection of lower risk 
individuals into contracts with less coverage, distinguish adverse selection from moral 
hazard situations. Of course, in reality both problems occur together, and the simul­
taneous treatment of the two is an important area.8 

Fourth, our moral hazard characterization characterizes the individual's care or 
precaution decision in a single dimension. There may in reality be many dimensions 
of care, only some of which cannot be contracted. We consider this extension in 
section 6.5. The conflict of interest between an insurer and an insured individual could 
be manifest in ways other than reduced care, such as in the selection of ventures or 
projects that are excessively risky. This moral hazard problem is ubiquitous in financial 
economics and is discussed in the concluding section. 

Returning to the simple model at hand, we can characterize the optimal contract 
following a standard methodology in principal-agent theory. The level of care, x, 
cannot be contracted for since it is unobservable by the insurer. Rather than omitting 
the care, x, from the contract, however, we allow it to enter as a contractual parame­
ter and restrict the set of contracts by an incentive compatibility constraint: only those 
contracts are allowed in which the care promised is credible, in the sense that it is the 
level of care that will actually be forthcoming given the incentives provided by the 
rest of the contract. 

The optimal contract maximizes expected utility subject to the zero profit con­
straint, or participation constraint on the part of the insurer, and the incentive com­
patibility constraint of the insured: 

(PI) max(I- p(x»U(W -1t-x)+ p(x)U(W -1t-x-L+q) (1) 
TC,q,x 

subject to 

1t ~ p(x)q (2) 

x = arg max{l- p(z))U(W - 1t - z) + p(z)U(W -1t - z - L + q) (3) 
z 

The participation constraint ensures that the insurer would willingly offer the con­
tract, and the incentive compatibility constraint ensures that the care level in the con-

8 Stewart (1994) shows that the effects of moral hazard and adverse selection can be partially offsetting. 
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tract is credible in the sense that it will actually be chosen by the agent under the 
incentives provided by the rest of the contract. 

The "first -best optimal" insurance contract corresponding to the problem (P I) is 
characterized by the same maximization problem, with the incentive compatibility 
constraint deleted. The effect of the incomplete contracting or moral hazard problem 
is to constrain the set of available contracts to those for which promises on non­
enforceable dimensions of the contracts are credible. 

In characterizing the solution to the problem (P 1), as with more general 
principal-agent problems, three technical issues arise. The first issue is whether the 
incentive compatibility constraint be replaced by the first order condition of the agent's 
maximization problem. As Mirrlees (1975) first noted, because expected utility is 
often non-concave in care or effort, the set of care levels satisfying a first-order con­
dition is different from the set satisfying the incentive compatibility constraint. The 
first-order conditions are satisfied at saddle points, local minima and local-but-not­
global maxima as well as interior global maxima; on the other hand, the first-order 
conditions are not satisfied at corner solutions. For the current problem, however, our 
assumptions that p(x) is convex and that p'(O) = -00, however, are sufficient for the 
second-order conditions on the problem expressed by (3). This assumption is there­
fore enough to justify the first-order approach to the characterization of any interior 
solution to (P 1), i.e., a solution involving positive care. 

We can therefore replace the incentive compatibility constraint (3) with the 
insured's first-order condition (assuming an interior level of care): 

p'(x)[U(W -7t-x-L+q)-U(W -7t-x)] 

= [l-p(x)]U'(W -7t-x)+p(x)U'(W -TC-x-L+q) (4) 

The second technical issue presented by the problem (P I) is that, in general, a 
break-even contract with the highest expected utility may involve random coverage. 
This possibility was demonstrated by Gjesdal (1982). A sufficient condition for the 
solution to be non-random would be for utility to be separable in income and effort; 
for the context of insurance, however, this separability is unrealistic as most forms of 
care involve pecuniary cost as we assume. Following Shavell (1979b: 544, nt 5) and 
almost all of the literature on moral hazard in insurance, we simply ignore the possi­
bility of random contracts. 

Consider the expected utility of the insured individual and the expected profits of 
the insurer as functions of the insurance contract, (TC, q). The insured's valuation of 
the contract [TC, q] can be expressed as U(TC, q) == (I - p(X(TC, q)))U(W -7t -X(TC, q)) 
+ p(X(TC, q))U(W - TC - X(TC, q) - L + q) where X(TC, q) is the optimal level of care 
defined by the incentive compatibility condition (3). The insurer's valuation can be 
similarly expressed as V « TC, q)) = TC - p(X( TC, q)) . q. A contract solving (P I) must be 
Pareto optimal between the two parties to the contract, and can therefore be repre­
sented on the space of contracts by a tangency of an indifference and the zero expected 
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profits curve. The third technical issue presented by the problem (P 1) is that the indif­
ference curves and the expected profit curves on this space may be non-convex. The 
non-convexity is in contrast to the standard consumer theory, and to the theory of 
optimal insurance in the absence of moral hazard. 

The implications of the moral hazard non-convexities are investigated by 
Helpman and Laffont (1975) and Arnott and Stiglitz (1983, a and b) and reviewed in 
Arnott (1992). Among these implications is that equilibrium may fail to exist in com­
petitive insurance markets, analogous to the failure of existence in competitive product 
markets when consumer utility is non-concave and demand functions, as a result, dis­
continuous. The principal implications, however, are for the case in which insurers are 
constrained to offer uniform price contracts, i.e., unlimited amounts of insurance at 
any premium. This constraint would arise if insurers could not observe the amount of 
insurance that an individual purchased from other insurers. We retain the assumption 
that contracts limiting the amount of coverage purchased by the individual are enforce­
able, as is generally the case for insurance contracts. 

The solution to (PI) is described by its first order conditions when the incentive 
compatibility constraint (equation 3) has an interior solution. We can substitute the 
break-even constraint into the objective, and define x(q) as the solution in x to the 
incentive compatibility constraint. This yields expected utility as a function of q alone. 
Differentiating this function, and substituting in (4) yields the condition (5) below for 
the optimal coverage. Let WL and WN be short-hand for the realized wealth given an 
accident and no accident, respectively; that is, WL == W - IT - X - L + q and WN == 
W -IT -x. 

EU'(q) = -x'p' q[(I - p)U'(WN ) + pU'(WL )] 

- p[(1- p )U'(WN ) + pU'(WL )] + pU'(WL ) (5) 

The three terms in this expression, following Shavell (1979), represent the mar­
ginal expected utility, with an additional dollar of coverage, from 

(a) a change in the premium due to a change in the premium rate per dollar of 
coverage; 

(b) a change in the premium due to an increased level of coverage; and 
(c) a change in the level of coverage. 

The latter two terms would be present even without the second constraint, i.e., 
these terms reflect the marginal benefits and costs of increased insurance even without 
moral hazard. Moral hazard is reflected only in the first term of the expression. The 
failure of U and V to be concave means that the optimal care level will vary discon­
tinuously with changes in exogenous variables in the problem. Shavell (1979b) illus­
trates the discontinuity of optimal care as a function of the cost of care. 
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6.3 SELF-PROTECTION AND UNCERTAIN LOSSES 

In the basic moral hazard model of section 2 we assumed that the cost of an accident 
is non-random. This framework is restrictive in that it allows one to address essen­
tially only one question: How much insurance coverage is optimal under moral 
hazard? There are only two outcomes in the model: accident or no accident. 

This section introduces the simplest extension that allows one to inquire into the 
form that insurance contracts take under moral hazard. Clearly moral hazard should 
lead to less insurance coverage-but does this reduction in insurance take the form 
of deductibles, co-insurance or upper limits on coverage? All three of these contrac­
tual features are observed in practice. 

Following Ehrlich and Becker (1972), I distinguish between expenditure under­
taken to reduce the probability of an accident and expenditure to reduce the size of 
the contingent loss. In Ehrlich and Becker's terminology, the former is self-protection. 
The latter these authors call self-insurance, although I will use the term loss reduc­
tion because "self-insurance" has more than one meaning in the insurance literature. 

Expenditures on fire sprinklers reduce the size of a loss, but not the probability 
of an accident. Expenditures on a burglar alarm reduce the probability of a theft 
whereas the decision not to leave expensive silverware in an unlocked container 
reduces the loss if there is a household theft. In the case of earthquake insurance, all 
precaution is loss-reducing; we cannot under current technology change the proba­
bility of an earthquake. Driving an automobile more slowly and carefully reduces both 
the probability of an accident and the likely costs of an accident should it occur. 

While many other expenditures lead to reductions in both the chance of an acci­
dent and the cost of an accident, it is instructive to consider separately the conse­
quences of moral hazard in each type of expenditure. Posing the moral hazard or 
agency problem in the most general way possible yields few specific predictions; 
insight is gained by dissecting the kinds of moral hazard and investigating separately 
their implications for insurance contracts. 

As it turns out, the consequences of each type of moral hazard for insurance con­
tracts are quite different. For example, moral hazard on self-protection leads to a 
deductible under reasonable assumptions. The entire marginal loss (or "residual 
claim") accrues to the individual at low loss levels. Moral hazard on loss-reduction 
on the other hand leads to optimal insurance with the opposite feature: the individual 
is fully covered up to some ceiling; the marginal loss accrues entirely to the insurer 
at low loss levels. 

In some contexts it is reasonable to assume that insurance payments cannot exceed 
losses. With this constraint and the constraint against negative payouts, we find that 
the two types of moral hazard each give rise to a simple insurance contract: a 
deductible in one case, and full coverage up to a limit, with co-insurance thereafter, 
in the other case. 
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To analyze the moral hazard on expenditures for self-protection, we retain sub­
stantial notation of Section 6.2. The functionp(x) represents the probability of an acci­
dent, as before, with p' < 0 and p" > O. We assume that the cost of care is one dollar 
per unit, and also assume that p'(O) = -00, which guarantees an interior solution on 
the optimal care. The event of an accident in this section refers to a random loss, with 
distribution function G(L) and density gel). That is, G is the conditional distribution 
of L given the event L > O. Self-protection then refers to an increase in the probabil­
ity of a zero loss, with no change in the conditional distribution G. Loss-reduction 
refers to a first-order stochastic reduction in the random loss with no change in the 
probability of a loss. 

A general insurance contract in this case consists of a premium 1t and a payment 
function or sharing rule q(L) specifying how much the insurer promises to pay with 
each loss, L. Thus the insurer is assumed to be able to verify the size of the loss. As 
before, the optimal insurance contract maximizes expected utility subject to a break­
even constraint for the insurer and an incentive-compatibility constraint for the 
individual. 

In addition, we impose the constraint that the specified insurance payment q(L) 
can never be negative. That is, the contract cannot specify a transfer from the insured 
to the insurer that is contingent upon particular realizations of the random loss. This 
limited liability constraint reflects an assumption that the insurer is aware of losses 
only when the insured reports them. 

The following problem, (P2), characterizes the optimal contract with moral hazard 
on self-protection: 

(P2) max (1- p(x»U(W -1t-x)+ p(x) J U(W -1t-x -L+q(L»g(L)dL 
ll,q(L),x 

subject to 

1t-p(x)Jq(L)g(L)dL~O (6) 

x = argmzaxp(z)U(W -1t -z)+[(1- p(z»]J[U(W -1t -z -L + q(L»]g(L)dL (7) 

q(L) ~ 0 (8) 

In this maximization problem, the constraint (6) is the break-even constraint; (7) 
is the incentive compatibility constraint; and (8) is the "reporting constraint" that 
insurance payments not be negative. For any interior solution to this problem, the 
incentive compatibility constraint can be replaced by a first order condition in an inte­
rior solution, because of the convexity of p(')' That is, the constraint (7) can be 
replaced by 
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[1- p(x)]U'(W -1t - x) - p(x) J[U'(W -1t - x - L+q(L))]g(L)dL 

- p'(x)[U(W -1t - x) - HU(W -1t - x - L + q(L))]g(L)dL] = 0 (9) 

With this replacement, the problem (P2) is a problem of Lagrange, and an inte­
rior solution to the problem must satisfy a set of first-order conditions corresponding 
to the choice of each q(L), as well as a first order condition on x, the level of care. 
Let WL be shorthand for the wealth level given a loss of L, and Wo be the wealth level 
with no accident (Wo = W - 1t - e and WL = W - 1t - X - L + q(L». Let the shadow 
prices on the first two constraints be Al and A2' 

At each L, either: 

q(L) = 0 

or 

p(x)U'(WL)G(L) - Alp(x)G(L) - A2 [-p(x)G(L)U"(WL ) + p'(x)G(L)U'(WL )] = 0 (10) 

which implies that for all positive WL, 

(11) 

If equation (11) is solved at a particular loss, i, by a wealth level W, then W also 
solves the equation at any other loss. That is, (11) implies that at the optimum, WL is 
independent of L wherever it is positive. From WL == W - 1t - X - L + q(L), this implies 
that q(L) = max(O, L - D) for some constant D. It is easy to verify that D must be 
positive. In sum, we have proved: 

Proposition 1. The optimal contract [1t*, q*(-)l solving (P2), optimal insurance under 
moral hazard on self-protection, satisfies, for some constant D, 

q* (L) = max(O, L - D) 

That is, the optimal contract is full insurance above a deductible. 

The intuition for this result is clear. Suppose that negative payouts were feasible. 
Because there is no moral hazard on the magnitude of the loss, large losses should be 
fully insured relative to small losses; the equalization of final wealth in all states with 
a positive loss is efficient. On the other hand, the moral hazard with respect to the 
event of a loss dictates that individuals face some penalty (reduction in wealth) in the 
event of the loss. This reduction in wealth will exceed the loss for small-loss states; 
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i.e., the pay-out will be negative. Incorporating the constraint against negative pay­
ments then yields the proposition. 

6.4 LOSS REDUCTION AND MORAL HAZARD 

The moral hazard problem under self-protection, or the reduction of the chance of an 
accident, was analyzed above given uncertainty about the size of the loss. In the case 
of moral hazard on loss reduction, the motivation for considering uncertain losses is 
even stronger: this moral hazard problem does not even exist unless the losses are 
random. For suppose that the loss conditional upon an accident is a deterministic func­
tion of unobservable expenditure by the individual. An insurance contract that covered 
only the loss associated with the first-best level of expenditure would leave the mar­
ginal cost of additional loss entirely on the insured, and would therefore elicit the first­
best expenditure. The moral hazard problem would disappear. 

Accordingly, we consider the moral hazard problem under the assumption that an 
additional unit of expenditure yields a reduction in the random loss in the sense of 
first-order stochastic dominance. We assume that conditional upon an accident, there 
are a finite number of possible loss values, II. 12, ••• , In with li+1 > Ii for each i. These 
losses occur with probability Pi(X), i = 1, ... , n conditional upon an accident, i.e., 
conditional upon L > 0, given expenditure x. Loss-reduction refers to a first order sto­
chastic drop in the conditional distribution of losses, with no change in the probabil­
ity of an accident. 

We adopt the constraint that insurance coverage given any loss cannot exceed the 
loss. This is based on the assumption that the individual could effect (without being 
observed by the insurer) a loss of any particular size. For example, if an item such as 
a bicycle is insured for more than its worth, it would purposely be lost. To avoid this 
moral hazard problem, the wealth of the individual in any state cannot be higher than 
the wealth in the event of no accident. 

The probability of a positive loss is p, the insurance payouts in the n accident 
states are (ql, q2, ... , qn) and the remaining notation is as in the previous section. The 
optimal insurance contract (1t*; q;, qi, ... , q!) solves the following problem 

(P3) max (1- p)U(W -1t-e)+ P L Pi(e)U(W -1t -e -Ii +q;) 
1t,Q1,···;e i=i, ... ,n 

subject to 

p L Pi (e)qi -1t $. ° (12) 
i=i, ... ,n 

e=argmzax(I-p)U(W-1t-z)+p L Pi(z)U(W-1t-z-li +qi) 
i=I •... ,n 

( 13) 
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(14) 

In this problem (12) is the break-even constraint and (13) the incentive compat­

ibility constraint. The constraint (14) reflects the assumption that an insurance policy 
which promised to payout more than the loss in any state i would lead an individual 
to cause an accident. A constraint that the insurance payment is positive would also 
be justified (as in Section 6.3), but is never binding in this problem. 

The first assumption that we impose on the problem is that every loss have pos­
itive probability when the first-best care level, e*, is taken. (This assumption is famil­
iar from the general principal-agent problem, to be reviewed in Section 6.5.) If this 
assumption did not hold, then the insurance contract could impose a penalty of zero 
coverage in outcomes that signalled a sub-optimal level of effort. 

We adopt the assumption here that the incentive compatibility condition can be 
represented by the first-order condition to the individual's maximization problem. 
(This assumption is discussed below.) With this assumption, the constraint becomes 

-(l-p)U'(W -1t-e)-p L {Pi (e)U'(W -1t-e-li +qJ 
j::=l, ... ,n 

- p;(e)U(W -1t-e-li +qJ} = 0 

The following proposition characterizes the insurance market reaction to moral 
hazard on loss-reduction activities. The technical condition of a monotone likelihood 
ratio is standard in principal-agent problems, and is discussed in Section 6.5. 

Proposition 2. Assume: 

ple*) > 0 for every i; 
The incentive compatibility condition (13) can be represented by its first order 
condition; 
U exhibits non-increasing absolute risk aversion; and 
the distribution of losses satisfies the condition of monotone likelihood ratio. 

Then the solution to (P3) satisfies: 

a) (Ii - qi) is non-decreasing in i. That is, the amount of the risk borne by the indi­
vidual is a non-decreasing function of the size of the loss. 

b) There is some m such that: 
For i ::; m, qi = Ii and the constraint (14) is binding. 

For i > m, qi < Ii' 

Proof. Appendix 
Part a) of the proposition states that the amount of the loss borne by the individ­

ual is a non-decreasing function of the realized loss. Part b) states that sufficiently 
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small losses are fully covered by the optimal policy with moral hazard in loss- reduc­
tion activities, and that the constraint against over- insurance is binding for these 
losses. In contrast to the case of self-protection, optimal insurance contracts with 
moral hazard on loss-reduction activities involve full coverage of small losses (more 
than full coverage if possible) and on average, less than full coverage of the marginal 
dollar of high losses. 

The intuition for this result is as follows. Ignore for the moment the constraint 
(14). Because there is no moral hazard problem on the event of an accident, efficient 
risk-bearing dictates that the individual's marginal utility of wealth in the event of no 
accident be equated to the expected marginal utility of wealth conditional upon the 
event of an accident. Wealth will be transferred, through insurance, between these two 
events to achieve this condition. But within the event of an accident, wealth will be 
transferred from high-loss states to low-loss states relative to the full insurance solu­
tion, in order to enhance incentives for loss-reduction, because of moral hazard. This 
leaves wealth in the low-loss states greater than in the event of no accident-that is, 
the insurance payment for a low loss exceeds the loss. With the constraint (14) binding, 
low losses are fully insured. 

6.5 GENERAL ASSUMPTIONS ON THE 
DISTRIBUTION OF LOSSES 

Up to this point, we have adopted specific assumptions on the impact of greater care 
on the distribution of losses faced by the insured. When we generalize the models of 
sections 6.2, 6.3 and 6.4 to allow for an arbitrary distribution of losses, with care 
affecting both the probability of a loss and the size of the loss, the result is the 
Principal-Agent model. This model is at the core of the theory of contracts in eco­
nomics in a wide variety of contexts. An excellent overview of the model is provided 
in chapter 14 of MasColell, Whinston and Green (1995). 

The interpretation of this general model as the optimal insurance contract under 
moral hazard is only one interpretation. The economic modelling of virtually any orga­
nization involves incentives, the allocation of risk-bearing and incomplete contract­
ing. The most popular application of the principal-agent model is to the contractual 
relationship between managers of corporations and the owners in corporations; the 
model or its extensions can be interpreted in tenns of a share-cropper and a landlord, 
or an employer and an employee where the actions or effort of the employee are not 
perfectly monitored by the employer; a manufacturer and a franchisee, and so on. 
Almost every economic relationship is influenced by risk and a trade-off between the 
efficient allocation of risk-bearing and the minimization of incentive distortions is 
fundamental. 

Moral hazard arises in any contractual setting whenever an individual is not 
assigned the full costs and benefits, at the margin, of a decision that affects other 
parties to the contract. Moral hazard therefore arises in a contractual setting where 



168 Handbook of Insurance 

the full residual claim (the total output or profit from the enterprise, minus a lump 
sum) is not assigned to each party making a decision after the contract. The manager 
of a firm that purchases the firm from its shareholders for a lump sum of money or 
an issue of riskless debt has resolved the moral hazard or agency problem, but a 
manager who has only partial equity in the firm has not. 

There are three main reasons why an individual would not be assigned the full 
consequences of his decisions and, correspondingly, three types of principal-agent 
problems. First, the agent (a manager of a firm, for example) may not have the wealth 
to purchase the enterprise for its value to the principal or principals. A wealth con­
straint gives rise to the limited liability class of principal-agent models (e.g., Sap­
pington (1983». Second, there may be "multiple moral hazard": more than one agent, 
or individual whose actions affect the return to the enterprise. With only one residual 
claim to divide among many agents, each agent cannot receive the full benefits of 
additional effort at the margin (Alchian and Demsetz (1972), Holmstrom (1982), 
Carmichael (1983». In either of these first two classes of agency models, moral hazard 
exists even if all parties are risk-neutral. Finally, in the class of principal-agent models 
that are of interest here, it is possible but not optimal to allocate the full residual claim 
to the agent. The agent's risk aversion implies that the principal should bear at least 
some part of the uncertainty that is tied to ownership of the residual claim. The actual 
contract is second best in that it compromises between the goal of efficient risk allo­
cation and the achievement of efficient incentives. This is the essence of optimal insur­
ance contracts under moral hazard.9 

The following is the basic set of assumptions defining the Principal-Agent 
problem. Consider a principal and an agent who have property rights to an uncertain 
income stream. The random income stream depends on an input such as care or 
effort on the part of the agent, to be taken in the future. The income stream may rep­
resent a firm or project which is initially owned by the principal, the management of 
which is delegated to the agent; it may represent a project owned by the agent who 
must raise capital by promising some share of the income stream to the principal; 
or, it may represent a possible loss from current wealth if the agent insures with the 
principal. 

Let e represent the effort of the agent in avoiding an accident, and 8 the random 
state of the world. The principal and agent establish a sharing rule or contract to share 
the random income stream. In the insurance example, this contract describes the insur­
ance payment to the agent, I(L) , as a function of the loss incurred by the agent. The 
loss L(e, 8) depends on the effort input by the agent as well as the state of the world. 
The critical assumption is that neither e nor e can enter the contract. For example, 
neither is observable to the principal; alternatively, neither is observable to a third 
party enforcer of the contract (the courts). In most cases, it is analytically convenient 

9 Holmstrom and Milgrom (1991) discuss a fourth reason why residual claimancy contracts may not be 
feasible: the output, or benefit to the principal of the agent's effort, may not be observable. Their multi­
task agency model accomodates this possibility. 
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to re-parameterize the problem by letting F(L, e) refer to the distribution of losses, L, 
given the care, e, undertaken by the agent. 

The utility of the agent is represented by U( W, e) which is increasing and concave 
in the agent's wealth, Wand decreasing in effort. It simplifies the analysis to assume 
that the agent's utility is quasi-linear: U(W, e) = u(w) - e, in contrast to our assump­
tion earlier in this essay that care is a pecuniary expense. The set of possible 
effort levels is denoted by A. The objective of the principal and agent is to choose 
a Pareto optimal sharing rule. If the principal owns the project, this is represented 
as maximizing the principal's utility subject to achieving a reservation level for 
the agent. 

In the case of an optimal insurance contract with a competitive insurance market, 
however, the most natural formulation is the dual problem: maximize U subject to a 
break-even constraint on the part of the insurer. Furthermore, in the insurance context, 
the usual assumption is that the principal (the insurer) is risk-neutral because a large 
number of independent risks are insured. Finally, in most formulations, the effort on 
the part of the agent is assumed to be decided before the state e is realized. The optimal 
contract under these assumptions is characterized by the maximization of the agent's 
expected utility subject to two constraints: the break-even constraint, and the 
incentive compatibility constraint: 

(P4) max f u(W - L -1t + f(L))j(L, e)dL - e 
I(L),e 

subject to 

1[ - f f(L)j(L, e)dL ~ 0 (15) 

e E arg ~E~X f U(W - L - 1t + f(L»j(L, a)dL - a (16) 

A necessary condition for the incentive compatibility constraint is the first-order 
condition corresponding to the maximization problem in the constraint. Where this 
first-order condition is sufficient as well as necessary for the constraint, the constraint 
can be replaced by the first-order condition. This method is referred to as the "first­
order approach" to agency problems. Unfortunately, the first-order condition can iden­
tify not just global maxima but minima and local-but-not-global maxima. Mirrlees 
(1975), Rogerson (1985) and Jewitt (1988) contain analyses of circumstances under 
which the first-order approach is valid. 

Where the first-order approach is valid, the incentive compatibility constraint 
becomes: 

f U(W - L -1[+ f(L»je(L, e)dL -1 = 0 (17) 
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The resulting principal-agent problem (P4) becomes a standard Lagrangian max­
imization problem. Letting the shadow prices for the constraints (15) and (16) be A 
and 11 respectively, and solving the first-order conditions for (P4) yields the follow­
ing standard necessary condition for the optimal contract: 

1 ~ !eCL,e) 
-------= II. + 11 "-'-'--'-
u'(W-L-1t+I(L)) f(L,e) 

(18) 

This first-order condition reveals the trade-off between the insurance benefits of the 
contract, in transferring risk from the agent to the principal, and the incentives benefits 
of leaving the residual claim or effect of increased losses with the agent. If incentives 
were not an issue, so that 11 and the last term of (18) disappeared, then this condition 
would imply that the agent's wealth be independent of the realization of L, and there­
fore that L - I(L) were independent of L. In other words, the agent is fully insured. 
The extent to which a particular loss, Li> is associated with a higher uninsured loss 
to the agent, Ll - I(L I ), relative to another loss, L2, depends on the proportionate sen­
sitivity of the likelihood of Ll to effort relative to L2-i.e., on the value of !e(L, e)/ 
f(L, e) at Ll and L2• This measures the incentive benefit, in terms of mitigating the 
moral hazard problem, of deviating from the full insurance strategy of equalizing the 
agent's marginal utility of wealth at Ll and L2• 

The principal-agent model is too general to reveal specific propositions on the 
form of the optimal insurance contract. Even the intuitive proposition that the agent's 
wealth is non-decreasing with output-in our context, that the agent's exposure to the 
loss is non-decreasing in the realized loss-is not automatic. To see this suppose 
that there are four possible values for the loss, 1, 2, 3 and 4 dollars, and that the effect 
of increasing the agent's effort is that the outcomes of 1 and 3 become more likely 
than 2 and 4. In this example, in the optimal contract the agent may bear less of the 
loss under the outcome of L = 3 than under the outcome L = 2. The latter outcome, 
even though it is more favourable to the insurer, signals a higher likelihood of low 
effort on the part of the agent. Attaching a penalty to this outcome encourages greater 
effort. 

The example is ruled out by a condition referred to as the monotonic likelihood 
ratio condition (Milgrom (1981) and MasColell, Whinston and Green (1995)). For 
two effort levels, eL and eH, with eH> eL, the condition is thatf(L, eL)/j{L, eH) be increas­
ing in L. That is, as L increases, the likelihood of generating a loss L from the low 
effort relative to the likelihood if effort is high, must increase. The monotone likeli­
hood ratio is the essential condition that yields monotonicity of the sharing of acci­
dent losses between the agent and the principal. 

Note that our framework in section 6.2, in which the accident probability but not 
the accident loss depended upon care, implied a constant likelihood ratio over all pos­
sible loss levels. The agent's exposure to the loss was, correspondingly, constant over 
sufficiently high loss levels. 
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A general result that is relevant for insurance contracts is proved by Shavell 
(1979): While moral hazard reduces the expected utility achieved with an insurance 
contract, under the assumptions of this section it never eliminates the gains to trade 
from insurance. There is always some gain from the first dollar of insurance 
coverage. 

In sum, under general assumptions including the monotonic likelihood ratio prop­
erty, moral hazard reduces but does not eliminate the gains from insurance, and is 
responded to optimally with a contract in which the agent bears an increasing, but not 
full, share of greater accident losses. 

6.6 EXTENSIONS 

The models of optimal insurance under moral hazard outlined in this essay are sim­
plistic compared to the richness of real world markets. This concluding section reviews 
a number of ways in which the model of insurance contracts under moral hazard has 
been extended, or could be extended further. 

6.6.1 Renegotiation 

We have, to this point, ignored the possibility that the insurance company and the 
insured, or the principal and the agent, will renegotiate the insurance contract once it 
has been signed. The possibility of renegotiation must be addressed: an opportunity 
to achieve a Pareto superior outcome some time after the insurance contract has been 
signed will surely be exploited by the contractual parties. The standard model assumes 
that there is commitment against renegotiation. As Fudenberg and Tirole (1990, p. 
1279) note, however, "While such commitment is likely to be credible in some situ­
ations, in others it may not be, especially if there are long lags between the agent's 
choice of action and the time when all of the (stochastic) consequences of that actions 
will have been revealed." 

Suppose that the principal and the agent have signed an insurance contract in 
anticipation of moral hazard, according to the principles outlined in the previous 
section. Suppose further that there is a significant time interval between the time of 
the agent's action and the realization of uncertainty and that this timing is common 
knowledge. The principal and agent would, during this interval, face the opportunity 
for mutual gain from further contracting. Specifically, there would be no incentive 
cost to switching to a full insurance contract, since the agent's effort decision is history 
at this point. 

What is the outcome of the moral hazard problem in this set of circumstances? 
Fudenberg and Tirole address this question in the following model (adapted to the 
insurance context). First, the parties sign an original or ex ante contract, Cl, which 
specifies the insurance coverage as a function of the realized accident loss. Then the 
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agent chooses an effort level e. This effort generates the probability distribution 
j(L, e) over the accident losses. The principal will observe the realized loss but not 
the effort. After the effort is undertaken, but before the realization of the loss, the 
parties have the opportunity to renegotiate, replacing CI with a new contract C2. At the 
renegotiation stage, the principal is assumed to be able to implement the optimal 
mechanism, which generally involves the offer of a menu of insurance coverage func­
tions, one for each level of effort that the agent may have undertaken. 

As is standard in contractual games with renegotiation, the optimum can be 
achieved through the offer of a contract that is renegotiation-proof If a contract C is 
offered and renegotiated to a contract c*, then the principal and agent do as well by 
signing the contract c* at the outset. 

Fudenberg and Tirole show that the optimal contract in this model typically elicits 
randomization by the agent over choices of effort. To see why, suppose that only two 
levels of effort, eL and eH are possible. If the agent chose a pure strategy in the con­
tract game, it would have to be eL. It could not be eH since the agent's choice of effort 
would be followed by renegotiation to full insurance (rather, this renegotiation incen­
tive would be reflected in the original contract); the agent anticipating this would have 
no incentive to put out the higher effort. Therefore, a contract that induces the agent 
to choose a strategy with some probability on the high level of effort, cannot induce 
the entire probability on the high effort level, if it is to be renegotiation-proof. 

Fudenberg and Tirole compare the outcome of this renegotiation contract game 
with the Principal Agent model under the standard commitment assumption. The rene­
gotiation constraints in general lead the principal to elicit a different distribution over 
effort levels on the part of the agent than under the standard commitment model. In 
addition, depending on the class of the agent's utility function, any particular distrib­
ution of effort levels may be elicited with a different contract (including in particular 
a different level of rent or surplus to the agent) in the renegotiation game than when 
commitment is possible. 

6.6.2 Multidimensional Care 

Care or effort on the part of an insured agent does not in reality take on a single 
dimension, as we have assumed here. There are, for example, many activities that a 
homeowner can undertake to reduce the probability of fire or to lessen the damage if 
a fire does occur: "not dumping cigarette ashes in wastepaper baskets, not smoking 
in bed, not leaving the stove unattended while cooking, dousing the ashes in the 
fireplace before retiring, replacing frayed electrical cords immediately, keeping a func­
tioning fire extinguisher in every room, spending extra on fire-resistant materials in 
home construction and household furnishings, ensuring easy exits from each room in 
the house, holding family fire drills, etc." (Arnott 1991: 327). 

The problem of moral hazard is not manifest in all dimensions of care to the same 
degree. Some dimensions, such as the construction materials used in a home in the 
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example above, are observable by the insurer; other aspects of care, such as refrain­
ing from smoking in bed, are not. The mental concentration of an automobile driver 
cannot be contractually specified, but the attendance in an advanced driving class or 
the choice by the driver of a car model, can be specified. How does the ability of the 
principal to observe some aspects of care affect the moral hazard problem? 

The central tool for multi-dimensional principal-agent problems is the multi-task 
model of Holmstrom and Milgrom (1991). In this model, the agent makes a one-time 
choice of a vector of efforts t = (t h •.• , t,,) at personal cost C(t). The efforts lead to 
expected gross benefits B(t) which accrue directly to the principal. The function C is 
strictly convex and B is strictly concave. The agent's efforts generate as well a vector 
of informational signals 

x = t+ E (19) 

where E is normally distributed with mean vector zero and covariance matrix l.1O (One 
limiting, special case is where some dimensions of effort are observable and others 
are not.) 

The agent's utility over wealth is assumed to exhibit constant absolute risk aver­
sion. Income effects in the demand for insurance are thus set aside. The agent's cost 
of effort is pecuniary. The agent's utility, from a contract specifying receipts by the 
agent of w(x), interpreted in our context as the uninsured component of accident 
losses, is 

E{u[w(t +E) -C(t)]} (20) 

where u(w) = _e-rw• The coefficient r measures the agent's degree of risk aversion. 
The agent's certainty-equivalent of the compensation package w(·) is CE defined by 

u(CE) = E{u[w(t+ E) -C(tm (21) 

In the case of a linear compensation rule, w(x) = a'x + ~, the exponential form 
of the utility implies that the certainty equivalent is 

1 
CE =a't+~-C(t)--ra'La 

2 

where the term a'la is the variance of the agent's income under the scheme. 

(22) 

The principal's expected profit is B(t) - E{ w[t+ E]} which under the linear scheme 
equals B(t) - a't - ~. Thus the combined certainty equivalent, or joint surplus, of the 

10 Holmstrom and Milgrom use the notation x = ~(t) + € but note in their footnote 8 that this is no more 
general than x = t + E. 
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principal and agent is B(t) - CCt) - tra'La. The principal-agent problem, with linear 
compensation rules and constant absolute risk aversion on the part of the agent, can 
thus be written very simply: 

maxB(t) -G(t) -.!..ra'La 
I.a. 2 

(23) 

subject to 

t = argm~xa'i -C(i) (24) 
I 

(The problem is expressed simply in terms of the slope a of the compensation rule; 
the intercept is determined subsequently.) For positive t, the incentive constraint (24) 
can be replaced by the first-order conditions a i = C;(t), i = 1 ... n. Solution of the 
resulting quadratic maximization problem yields as an optimum 

(25) 

The above model contains an assumption that compensation rules are linear, or 
equivalently, that insurance payments are linear in realized losses. As Holmstrom and 
Milgrom point out, it contains as well a second assumption that is common in agency 
models and therefore likely to be overlooked: that the agent makes the effort decision 
once-and-for-all during the insurance relationship. Holmstrom and Milgrom demon­
strate in an earlier article (Holmstrom and Milgrom (1987)), however, that these two 
assumptions are exactly offsetting: The solution to the linear/normal distribution 
agency problem is identical to the solution to a principal-agent problem in which (i) 
the agent chooses efforts continuously over the time interval [0, 1] to control the drift 
vector of a stationary Brownian motion process, and (ii) the agent can observe his 
accumulated performance before acting. In this model, the agent's compensation is a 
linear function of the final accumulated performance. As applied to the insurance 
context, the potential insight is that the simple linear form of some co-insurance con­
tracts could be explained by the continuous effort decisions over time on the part of 
the insured individual (and the normality structure of the uncertainty). 

Holmstrom and Milgrom apply the multi-task agency model to the explanation 
of a wide variety of contractual phenomena. With respect to the type of problem posed 
above-the optimal contract when some actions of the agent are observed and other 
actions are not-the authors show that the contract will reward the agent for actions 
that are complementary to those that are not observed. This encourages the agent to 
undertake more of the unobserved (hence, noncontractible) actions. In the insurance 
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context, the purchase of new fire extinguishers is an investment that is complemen­
tary to the effort undertaken to monitor and replace existing fire extinguishers. Fire 
extinguishers are subsidized by insurers, or required in fire insurance contracts. Sim­
ilarly, fire sprinkler systems may be required in commercial buildings as part of a 
building code, or as a requirement for lower insurance premiums. 

An alternative, and natural, model of multi-dimensional care in insurance is the 
following. The agent can undertake two different kinds of care, I and 2, in amounts 
tl and t2, and has a utility over wealth and care U(W) - tl - t2• The probability of an 
accident is pet], t2) and an accident leads to a loss L if it occurs. The Principal (insurer) 
can observe t2 but not tl and is willing to provide insurance at a zero expected rate 
of profit. Unfortunately, in this model the impact of the non-observability of t], i.e., 
the moral hazard problem, on the observable care level t2 cannot be determined 
unambiguously. 

The impact on optimal insurance contracts of partial observability of insured's 
actions, both in terms of dimensionality as described here and in terms of "noisy" 
observability of actions, remains an important open issue. 

6.6.3 Dynamics 

Part of the conventional wisdom in insurance economics is that moral hazard prob­
lems are likely to be less severe under a repeated relationship between the insurer and 
the insured. Increased frequency of accidents because of failure on the part of an indi­
vidual to take adequate care, the argument goes, will be met with increases in pre­
miums. That is, the incentives to take adequate care are enhanced with "experience 
rating" of premiums. The central question in multiperiod moral hazard models has 
been the extent to which this conjecture is valid. 

A basic starting point for this discussion is that with finite repetitions, this 
conventional wisdom is wrong. Suppose that the individual's utility exhibits con­
stant absolute risk aversion, so that there are no income effects in the demand 
for insurance. Then when the relationship between the principal and agent is as mod­
elled in Section 4, including the assumption of no informational signals being 
observed by the principal, with the repetition of the relationship a finite number of 
times, the contract and effort of the agent is identical to the single period case. Rep­
etition has no impact on the moral hazard problem. Where the agent's degree of 
absolute risk aversion does vary with wealth, then contracts vary from period to period 
only because of the effect on the demand for insurance of changes in the individual's 
wealth. 

The logic of this proposition is clear. Suppose that the principal and agent have 
access to the same interest rate for borrowing or lending in the capital market. Then 
a penalty for an accident in the current period, in the form of a higher premium in 
next period's contract, offers no additional degrees of freedom as compared with the 
static model. Such a penalty, contingent upon an accident the current period, is iden-
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tical to a reduction in coverage for the current period equal to the present value of the 
increased future premium. The trade-off between optimal insurance and adequate 
incentives is unchanged by the repetition of the simplest moral hazard game. 

The theory of repeated moral hazard proceeds by relaxing various of the assump­
tions in this "irrelevance proposition". The assumptions discarded in the various 
papers in the literature have been (i) finite number of periods; (ii) zero information 
on the part of the principal, and (iii) equal access to capital markets. 

Rogerson (1985) relaxes the assumption that the principal and agent have equal 
access to capital markets. The long-term contract between the agent and the principal 
is governed by the goal of realizing the gains to trade arising from this difference in 
access (effectively, the gains from intermediation by the principal) and the usual goal 
of achieving the right mix of incentives and insurance. Rogerson shows that the 
expected wealth allocated to the agent by the contract may increase or decrease over 
time, depending on how quickly risk aversion decreases with wealth. 

In another approach to long-term contracts under moral hazard, Becker and Stigler 
(1974) show that a strategy of increasing wages over time (relative to marginal 
product), together with a rule that shirking agents be fired if detected, can improve 
efficiency under moral hazard. The analysis of long-term contracts, however, is less 
relevant to the insurance context than to the context of long-term labour contracts. 
Life insurance contracts appear to be the only insurance contracts in which premiums 
are guaranteed for long periods, and for this type of insurance moral hazard is surely 
not a major issue. 

A different branch of the literature on repeated moral hazard examines the extent 
to which the moral hazard problem can be resolved through "punishment strategies" 
by the principal when the principal infers that the agent has shirked, i.e., taken less 
than due care (Radner (1981), Rubinstein and Yaari (1983)). Expressed differently, 
this literature offers an explanation of experience rating, i.e. discounts on premiums 
offered to clients who possess a favourable record of part claims. It argues that expe­
rience rating provides a mechanism which enables the parties to the contract to 
mitigate or eliminate the moral hazard inefficiency. 

The Rubinstein and Yaari (1983) analysis, in particular, is framed in the context 
of insurance markets. These authors show that if there are infinite periods, and no dis­
counting (the insured and the insurer are interested in the average payoff in each 
period) then the insurer can eliminate the moral hazard problem by choosing an appro­
priate "no-claims-discount" (NCD) strategy. An NCD involves giving a discount for 
coverage in any period if the history of claims up to that period leads to an inference 
that the level of care is sufficiently high. Facing this announced strategy, it pays the 
insured to choose the first best care level in each period. 

The insurer's problem is to determine exactly which claims histories should 
warrant a discount on the premium. If the definition of "excessive" claims is too strict, 
then the owner of the asset would end up paying a high premium too often, even when 
due care is exercised. If the definition is too lax, then the optimal care is not elicited. 
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Rubinstein and Yaari show that the two types of possible errors in inferring a devia­
tion from optimal care are both minimized with a particular class of insurance 
premium strategies. 

Radner (1981) has a similar model, although his equilibrium strategies do not 
satisfy the property of "perfection" as Rubinstein and Yaari (p. 95) point out. Both of 
these papers can be thought of as extensions of the "Folk Theorem" of repeated games 
to the class of games where a player makes a move in each period without full knowl­
edge of the previous moves of the other player. Whatever the theoretical interest of 
these models, their implications for actual insurance contracts are limited by the 
assumptions of no discounting and infinite periods. A zero discount rate is simply 
counterfactual, and it is very difficult to determine the deviation from first best that 
arises when there is a discount rate. 

The assumption of infinite periods is also unrealistic. In a finite period model, it 
is possible that individual's incentive to take adequate care is enhanced by a desire to 
achieve a reputation as one who is careful. This, however, becomes a model of adverse 
selection (hidden types) rather than a model of moral hazard alone. A conjecture is 
that the resolution of adverse selection, via revelation of information about types, can 
reduce welfare in a combined adverse selection-moral hazard model, because it elim­
inates the possibility of taking care to acquire a reputation with finite repetitions. In 
general, the literature on repeated moral hazard does not offer an implication for expe­
rience rating in actual contracts that is testable against the alternative hypothesis of 
adverse selection. Adverse selection clearly leads to experience rating (e.g., Hosios 
and Peters (1989». There is no reason not to think that experience rating in actual 
insurance contracts is entirely explained by adverse selection. 

An interesting case that has not been investigated in the repeated moral hazard 
literature is the case of long-lived, capital investments in care. In the case of product 
liability insurance, for example, "care" refers to the investment in safety in product 
design and the decision not to market excessively dangerous products. A decision to 
invest in care affects not just the immediate rate of accidents but the future rate as 
well. In a finitely repeated contract, when there is common knowledge at the begin­
ning of the relationship (so that the problem is in this sense one of moral hazard), the 
incentive to take care is enhanced by the dependence of future premiums on past 
claims records: the future insurers "infer" the care decision from past claims. A con­
jecture is that even with a finite number of periods in the case oflong-lived care deci­
sions, repetition and the ability of premiums to respond to claims' histories does 
mitigate the moral hazard problem. 

6.6.4 Other Extensions 

A number of areas of the theory of moral hazard in insurance contracts remain fertile 
ground for further research. As I suggested above, a dynamic model of moral hazard 
in investment in safety capital, would yield important insights as well as a set of cir-
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cumstances in which finite repetition of the insurance contracting does affect the 
nature of the contract. 

The theory of moral hazard in insurance, indeed the theory of optimal insurance 
in general, has not been fully developed for the case of liability insurance purchased 
by a corporation with limited liability." The presence of limited liability means that 
even without insurance, moral hazard is potentially a problem, as creditors bear some 
of the costs of lax effort on the part of equity holders. The specific moral hazard 
problem of deposit insurance, in the context of financial intermediary corporations, 
has received substantial attention (e.g., Grubel (1993)). 

The basic assumption of moral hazard models is that some decisions about care 
on the part of the insured cannot be contracted for. But there are often both substi­
tute or complementary inputs by the individual that are observable. As discussed in 
section 6.6, the theory of moral hazard in insurance contracts should be extended 
to analyze the contractual requirement of extra expenditure on contractible, loss­
reducing activities as a response to moral hazard. A closely related topic is the invest­
ment by insurers themselves in loss-reduction and accident-avoidance (Schlesinger 
and Venezian (1986)). A conjecture is that these activities will be relied upon to a 
greater extent under moral hazard than in a complete insurance contract. The supply 
side of the insurance market is itself subject to moral hazard problems when there are 
guaranty laws, which limit the liability of insurance corporations in the event of insol­
vency (Brewer et al. 1997). 

Finally, as Amott (1991) discusses, the interaction of moral hazard and adverse 
selection in insurance markets deserves further exploration. A recent contribution on 
this topic is Stewart (1994), who argues that the effect of each type of problem is par­
tially offset by the other. Moral hazard, as we have seen, elicits equilibrium insurance 
contracts with partial insurance. The addition of adverse selection induces low risk 
agents to choose contracts with even lower insurance coverage, so that these agents 
can be separated from high risk agents (who would refuse such contracts). This has 
the effect that the low risk agents bear more risk themselves, thus mitigating the low 
care levels associated with the moral hazard problem alone. 

APPENDIX 6.1: PROOF OF PROPOSITION 2 

Let Wi denote W - 1t - x - Ii + qi, the individual's wealth in state i. The first-order con­
ditions for this problem, corresponding to qi, 1t and x are provided below. In these 
equations, A" and A2 are the shadow prices for the break even constraint and the incen­
tive compability constraint respectively. 

(26) 

" An exception is Huberman, Mayers and Smith (1983). 
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-(1- p)U'(Wo)- P LPiU'(W,)+ AI 
i 

+ A2( (1- p)U"(wo) + P L[PiU"(Wi) - PiV'(Wi )l) = 0 
, 

(27) 

-(1- p)U'(wo) - P LPP'(Wi) + P LPiV'(WJ -AlP LP;qi 
i i j 

- Az[ -(1-p)U"(wo)- P ~ {PiU"(wJ- PiV'(Wi)- PiV'(WJ+ p;'U(wJ} ] =0 

To prove (a) of the proposition, we must show that Wj+1 ~ Wj, for all} = 1, ... 
n - 1. If the constraint (14) is binding for both} and} + 1, or only for} this is trivial. 
Consider the case where (14) is binding for neither} nor} + 1. Equation (26) and 
Ai = 0, for i = },} + 1 imply that 

(28) 

As a function of Wi, the left hand side of (28) is strictly decreasing (the second 
term is strictly decreasing by the concavity of U and the third is nonincreasing by the 
assumption of non-increasing absolute risk aversion). It follows from Milgrom (1981: 
Proposition 5) that under the monotone likelihood ratio condition, the right hand side 
of (28) is nondecreasing in i. To maintain the equality (28) for all i, therefore, it must 
be that Wi is decreasing in i. The case where (14) is binding only for} + 1 is similar. 
This proves part (a) of the proposition. 

To prove part (b), suppose that A3i = 0 for all i. Then equation (28) implies 

U'(WJ-AI -A2U"(wJ+A2 P; U'(wJ =0 
Pi 

(29) 

Adding up all n first-order constraints represented by equation (26), subtracting (27) 
and simplifying yields 

(30) 

Next, note that LPi = 1 implies LP~ = O. This and the fact that not all P~ are zero implies 
p~ are neither all negative nor all positive. The monotonicity in i of P;/Pi (see proof of 
(a) above) then implies that there exists},} ~ 1 such that the last term of (29) is neg­
ative for all i ~}, and positive for all i > }. Comparing with (30) and using the fact 
that the left hand side of (30) is decreasing in Wo because U" > 0 for non-increasing 
absolute risk aversion utility functions, shows that Wi > Wo for i ~j. From the definitions 
ofwo and Wi, this contradicts the constraint (14). Thus the supposition that A3i = 0 for 
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all i is contradicted, and the constraint (14) must therefore be binding for some i. Part 
(a) of the proposition implies that (14) is binding for small i. QED 

APPENDIX 6.2: THE FIRST-ORDER APPROACH 

Two assumptions are sufficient to justify the replacement of the incentive compati­
bility constraint with a first-order condition (Rogerson (1985», in the case where the 
utility of the agent is separable in wealth and effort: the monotone likelihood ratio 
condition (MLRC) and the concavity of the distribution function condition (CDFC). 
Since the first-order approach is standard in modelling moral hazard and agency prob­
lems in general, it is a worthwhile digression in this survey to illustrate the basic 
problem with the first-order approach as well as the solution to the problem. 

The first-order approach replaces the constraint that the agent choose an optimal 
level of care with a requirement that the agent choose a level of care at which his 
utility is at a stationary point. This is valid only when all stationary points are optima. 
In general, stationary points may also be saddle points, local minima or local maxima 
that are not global maxima. The first-order approach in general, therefore, expands 
the constraint set for the maximization problem and can lead to a different optimum, 
with a higher expected utility. A A 

The MLRC is satisfied if, for e:::; e, p;( e)/p;( e) is nonincreasing in i. Milgrom 
(1985) shows that the MLRC is equivalent to the following condition (expressed here 
in our context). Suppose that one starts with a prior on the agent's care level, observes 
only the outcome, i.e., the size of the loss, and then forms a posterior on the agent's 
care. Then the condition is that the observation of a higher loss allows the statistical 
inference that a lower care level was chosen in the sense of first-order stochastic 
dominance. This is, intuitively, a modest requirement on the distribution of output 
given care. Rogerson (1985) shows that MLRC implies the condition that increases 
in care cause the random loss to decrease in the sense of first-order stochastic 
dominance. 

Define Fj(e) = 'I.{=1 p;(e) as the distribution function associated with the probabil­
ities pM), p2(e), .... The concavity of the distribution function condition is satisfied 
if Fj'(e) is nonpositive for every j and e. By the MLRC, Fj(e) is increasing in e, i.e., 
the probability of realizing a loss lower than Ij is increasing in the care taken. The 
CDFC requires that the function increase at a decreasing rate, analogous to decreas­
ing returns to scale. 

Jewitt (1988) criticizes the Mirrlees-Rogerson conditions for the validity of the 
first-order approach, on the grounds that I) the conditions do not work if the princi­
pal can observe more than one relevant statistic; and 2) the concavity of the distrib­
ution function is too restrictive a condition for even the basic principal-agent problem, 
being violated by some simple and reasonable examples. Jewitt (Theorem 1) replaces 
the conditions (the convexity condition in particular) with a set of four, easily 
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tractable, convexity conditions on transformations of the distribution function and the 
utility function in the basic principal agent problem. 
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In this survey we present some of the more significant results in the literature on 
adverse selection in insurance markets. Sections 7.1 and 7.2 introduce the subject and 
section 7.3 discusses the monopoly model developed by Stiglitz (1977) for the case 
of single-period contracts and extended by many authors to the multi-period case. The 
introduction of multi-period contracts raises many issues that are discussed in detail: 
time horizon, discounting, commitment of the parties, contract renegotiation and acci­
dents underreporting. Section 7.4 covers the literature on competitive contracts. The 
analysis becomes more complicated since insurance companies must take into account 
competitive pressures when they set incentives contracts. As pointed out by Rothschild 
and Stiglitz (1976), there is not necessarily a Cournot-Nash equilibrium in presence 
of adverse selection. However, market equilibrium can be sustained when principals 
anticipate competitive reactions to their behaviour or when they adopt strategies that 
differ from the pure Nash strategy. Multi-period contracting is discussed. We show 
that different predictions on the evolution of insurer profits over time can be obtained 
from different assumptions concerning the sharing of information between insurers 
about individual's choice of contracts and accidents experience. The roles of com­
mitment and renegotiation between the parties to the contract are important. Section 
7.5 introduces models that consider moral hazard and adverse selection simultane-
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ous1y and section 7.6 treats adverse selection when people can choose their risk status. 
Section 7.7 discusses many extensions to the basic models such as risk categoriza­
tion, different risk aversion, symmetric imperfect information, multiple risks, princi­
pals more informed than agents and uberrima fides. 

Keywords: Adverse selection, insurance markets, monopoly, competitive contracts, 
self-selection mechanisms, single-period contracts, multi-period contracts, commit­
ment, contract renegotiation, accidents underreporting, risk categorization. 
JEL Classification Numbers: D80, D81, G22. 

7.1 INTRODUCTION 

In 1996, the European Group of Risk and Insurance Economists used its annual 
meeting to celebrate the twenty-year birthday of the Rothschild and Stiglitz (1976) 
article: "Equilibrium in Competitive Insurance Markets: An Essay in the Economics 
of Imperfect Information". At this meeting, many papers on adverse selection were 
presented and a subset of these presentations is now published in a 1997 issue of the 
Geneva Papers on Risk and Insurance Theory. 

One of these articles was written by Rothschild and Stiglitz (1997) themselves. 
Their main topic was the role of competition in insurance markets, with an emphasis 
on underwriting in a world with imperfect information. They argue that insurance 
competition using underwriting on preexisting conditions (such as genetic conditions) 
can limit the welfare benefits of insurance. In this survey, we are mainly limited to a 
subset of situations involving imperfect information in the insured-insurer relation­
ship since we analyse situations of standard adverse selection where the insured has 
more information about his risk than the insurer. However, we will consider exten­
sions where insurers learning activities on individual characteristics that are not known 
by the insureds are introduced. We will also drop the assumption that risks are exoge­
nous to individuals. 

Adverse selection can be a significant resource allocation problem in many 
markets. In automobile insurance markets, risk classification is mainly explained by 
adverse selection. In health insurance, different insurance policies or contracts are 
offered to obtain some self-selection between different groups. In life insurance, the 
screening of new clients with medical exams is an accepted activity also justified by 
asymmetrical information between the insurer and the insured. These three resource 
allocation mechanisms can be complements or substitutes and adverse selection is not 
always a necessary condition for their presence. For example, in automobile insur­
ance, we observe that insurers use risk classification and different deductible policies. 
Risk classification is usually justified by adverse selection, but the presence of dif­
ferent deductibles can also be explained by proportional transaction costs with dif­
ferent observable risks. A difficult empirical test is to verify whether the presence of 
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different deductibles is justified by residual adverse selection or not! Another empir­
ical test would be to verify whether bonus-malus schemes or multiperiod contracts 
with memory are explained in different markets by the presence of moral hazard, or 
by that of adverse selection or both. We shall not discuss these tests or these mecha­
nisms in detail here, since other chapters of this book are concerned with these issues 
(Chiappori, 2000; Dionne, 2000). Instead, we will review the major allocation mech­
anisms that can be justified by the presence of adverse selection. An emphasis will be 
put on self-selection mechanisms in one-period contracting since a large part of the 
literature was devoted to this subject in the early literature (on risk classification, see 
Crocker and Snow, 2000). We will also discuss in detail some extensions of these 
basic models. Particularly, the role of multi-period contracting will be reviewed in 
detail. Finally, we will discuss the more recent contributions that focus on the effect 
of modifying the basic assumptions of the standard models. In particular, we will see 
how introducing moral hazard in the basic Rothschild and Stiglitz (1976) model 
affects the conclusions about both the nature and the existence of an equilibrium. The 
same exercise will be done for the monopoly model. Another subject will be insur­
ance when individuals can choose their risk status. Other extensions concern the intro­
duction of multiple risks, adverse selection and uberrima fides, the consideration of 
different risk averse individuals, the consideration of imprecise information about 
accident probabilities, and even, the case where the insurer is more informed than 
the insured about loss probabilities. This survey has to be considered as an update of 
Dionne and Doherty (1992). 

7.2 BASIC ASSUMPTIONS AND SOME FUNDAMENTAL RESULTS 

Without asymmetric information and under the standard assumptions of insurance 
models that we shall use in this article (same attitude toward risk and same risk aver­
sion for all individuals in all classes of risk, one source of risk, risk neutrality on the 
supply side, no transaction cost in the supply of insurance, and no moral hazard), a 
Pareto optimal solution is characterized by full insurance coverage for all individuals 
in each class of risk. Each insured sets his optimal consumption level according to 
his certain wealth. No other financial institution is required to obtain this level of 
welfare. Both risk categorization and self-selection mechanisms are redundant. There 
is no need for multi-period insurance contracts since they are not superior to a 
sequence of one-period contracts. Finally, the two standard theorems of welfare eco­
nomics hold and market prices of insurance are equal to the corresponding social 
opportunity costs. 

In insurance markets, adverse selection results from asymmetric information 
between the insured (agent) and the insurer (principal). The insureds are heteroge­
neous with respect to their expected loss and have more information than the insur­
ance company which is unable to differentiate between risk types. Naturally, the high 
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risk individual has no incentive to reveal his true risk which is costly to observe 
by the insurer. As pointed out by Arrow, a pooling of risks is often observed in insur­
ance markets. "In fact, however, there is a tendency to equalize rather than to differ­
entiate premiums ... This constitutes, in effect, a redistribution of income from those 
with a low propensity of illness to those with a high propensity ... " (Arrow, 1963; 
p. 964). 

Akerlof (1970) showed that if all insurers have imperfect information on indi­
vidual risks, an insurance market may not exist, or if it exists, it may not be efficient. 
He proposed an explanation of why, for example, people over 65 have great difficulty 
in buying medical insurance: "the result is that the average medical condition of insur­
ance applicants deteriorates as the price level rises-with the result that no insurance 
sales may take place at any price" (1970; p. 492). The seminal contributions of Akerlof 
and Arrow have generated a proliferation of models on adverse selection. In this 
survey we shall, however, confine attention to a limited subset. Many authors have 
proposed mechanisms to reduce the inefficiency associated with adverse selection: the 
"self-selection mechanism" in one period contracts which induces policyholders to 
reveal hidden information by selection from a menu of contracts, (Rothschild and 
Stiglitz, 1976; Stiglitz, 1977; Wilson, 1977; Miyazaki, 1977; Spence, 1978; Hellwig, 
1986), the "categorization of risks" (Hoy, 1982; Crocker and Snow, 1985, 1986, 2000), 
and "multi-period contracting" (Dionne, 1983; Dionne and Lasserre, 1985, 1987; 
Kunreuther and Pauly, 1985; Cooper and Hayes, 1987; Hosios and Peters, 1989; 
Nilssen, 1990; Dionne and Doherty, 1994; Fombaron, 1997b, 2000). All of them 
address private market mechanisms. In the first case, insurers offer a menu of poli­
cies with different prices and quantity levels so that different risk types choose dif­
ferent insurance policies. Pareto improvements for resource allocation with respect to 
the single contract solution with an average premium to all clients can be obtained. 
In the second case, insurers use imperfect information to categorize risks and, under 
certain conditions, it is also possible to obtain Pareto improvements for resource allo­
cation. In the third case, insurers use the information related to the past experience of 
the insured as a sorting device (i.e., to motivate high risk individuals to reveal their 
true risk ex ante). 

Before proceeding let us comment briefly on some standard assumptions. We 
assume that all individuals maximize expected utility. The utility functions of the indi­
viduals in each risk group are identical, strictly concave and satisfy the von Neumann­
Morgenstern axioms. Utility is time independent, time additive and state-independent. 
In many models there is no discounting. Individuals start each period with a given 
wealth, W, which is non random. To avoid problems of bankruptcy, the value of the 
risky asset is lower than W. All risks in the individual's portfolio are assumed to be 
insurable. Income received in a given period is consumed in that period; effectively 
there is no saving and no banking. Insurers are risk neutral and maximize the value 
of their cash flows or profits. Insurers write exclusive insurance contracts and there 
are no transaction costs in the supply of insurance. Finally, the insureds are assumed 



Adverse Selection in Insurance Markets 189 

to be unable to influence either the probabilities of accident or the damages due to 
accidents; this rules out any problem of moral hazard. 

To simplify the presentation we explicitly assume that insurers are risk neutral. 
An equivalent assumption is that insurers are well diversified in the sense that much 
of their total risk is diversified by their own equity holders in the management oftheir 
personal portfolios. The presence of transaction costs would not affect the qualitative 
conclusions concerning the effects of adverse selection on resource allocation in insur­
ance markets (see Dionne, Gourieroux and Vanasse, 1998, for more details). However, 
proportional transaction costs (or proportional loadings) are sufficient to explain 
partial insurance coverage and their explicit introduction in the analysis would modify 
some conclusions in the reference models. For example, each individual in each class 
of risk would buy less than full insurance in presence of full information and the intro­
duction of adverse selection will decrease further the optimal coverage for the low 
risk individuals. Consequently the presence of adverse selection is not a necessary 
condition to obtain different deductibles in insurance markets. 

The presence of many sources of non insurable risks or of many risky assets in 
individual portfolios is also an empirical fact that is not considered in the models. As 
long as these risks are independent, the conclusions should not be affected signifi­
cantly. However, the optimal portfolio and insurance decisions in the presence of many 
correlated risks and asymmetrical information in one or in many markets is still an 
open question in the literature. 

In reality, we observe that banks coexist with insurers who offer multi-period 
insurance contracts. The presence of saving and banking may change the conclusions 
obtained for multi-period contracts under asymmetrical information. Particularly, it 
may modify accidents reporting strategies and commitment to the contracts. However, 
with few exceptions (Allen, 1985, moral hazard; Dionne and Lasserre, 1987, adverse 
selection; Fudenberg, Holmstrom and Milgrom, 1986, moral hazard; Caillaud, 
Dionne and lullien, 2000, insurance and debt with moral hazard. See Chiappori et aI., 
1994, for detailed discussion of different issues) research on principal-agent relation­
ships has not envisaged the simultaneous presence of several alternative types of 
institutions. 

The assumption of exclusive insurance contracting is discussed in Section 7.4 and 
some aspects of the discounting issues are discussed in Section 7.3. There remain the 
assumptions on the utility function. Although the theory of decision making under 
uncertainty has be challenged since its formal introduction by von Neumann and Mor­
genstern (Machina, 1987, 2000), it has produced very useful analytical tools for the 
study of optimal contracts such as, for example, optimal insurance coverage and the 
associated comparative statics, as well as the design of optimal contracts under moral 
hazard or the characterization of optimal insurance policies under adverse selection. 
In fact, very few contributions use non-linear models in insurance literature (see 
however Karni, 1992; Gollier, 2000; Doherty and Eeckhoudt, 1995) and none of these 
has addressed the adverse selection problem. In this survey we then limit the discus-
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sion to the linear expected utility model. We also assume that utility functions are not 
function of the states of the world and that all individuals in all classes of risks have 
the same level of risk aversion. As we will see, some of these assumptions are not 
necessary to get the desired results but permit the discussion to focus on differences 
in the risk types. They are discussed in more detail in 7.7. 

7.3 MONOPOLY 

7.3.1 Public Information 

There are two possible states of the world (x E {n, a}): state (n), "no accident" having 
the probability (1 - Pi) and state (a), "accident" having the probability 0 < Pi < 1. Con­
sumers differ only by their probability of accident. For simplicity, there are two types 
of risk in the economy (i E {H, L} for high and low risk) with PH > PL' Each con­
sumer owns a risky asset with monetary value D(x); D(a) = ° in state (a) and 
D(n) = D in state (n). Therefore the expected damage for a consumer of type i (EiD(X» 
is pp. 

Under public information and without transaction cost, a risk neutral private 
monopoli would offer insurance coverage (net of premium) (~;) for an insurance 
premium (ai) such that a consumer will be indifferent between purchasing the policy 
and having no insurance (Stiglitz, 1977). In other words, the private monopolist 
maximizes his total profit over ai, ~i and Ai: 

Problem 1 

(1) 

under the individual rationality (or participating) constraints 

(2) 

where V( Cj I p;} is the expected utility under the contract Cj = {aj , ~j}: 

U(-) is a twice differentiable, strictly increasing and strictly concave function of 
final wealth (UfO> 0, UfO < 0); 

I For an analysis of several reasons why a monopoly behavior in insurance markets should be con­
sidered, see Dahlby (1987). For examples of markets with a monopoly insurer see D'Arcy and Doherty 
(1990) and Dionne and Vanasse (1992). 
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W is non random initial wealth; 
CJ denotes self-insurance; CJ = {O, O} implies that 
V( CO I p;) :; p;U( W - D) + (I - Pi) U( W); V( CO I pJ is the reservation utility. Below 

this level, individuals will self insure. 
qi is the number of policies sold to consumers of type i; 

Ai is a Lagrangian multiplier for constraint (2). 

It is well known that full insurance, ~1 = D - a1 (for i = H, L), is the solution 
to the above problem and that (2) is binding for both classes of risk, which means 
that 

or 

where z'j'is the maximum unit-profit (or the Arrow-Pratt risk premium) on each policy. 
In other words z'j'solves: U(W - p;D - z'j') = PiU(W - D) + (l - Pi)U(W), 

The private monopoly extracts all the consumer surplus. However, there is no 
efficiency cost since each individual buys full insurance as under perfect competi­
tion? This is the classical result that Pareto efficient risk sharing between a risk-averse 
agent and a risk-neutral principal shifts all the risk to the principal. To sum up we can 
write: 

Proposition 1. In presence of public information about insureds' underlying risk, an 
optimal contract between a private monopolist and any individual of type i is charac­
terized by: 

a) full insurance coverage, ~'j'= D - a'j'; 
b) no consumer surplus, V(q I p;) = V(CO I p;). 

Both solutions are shown at ct and C! in Figure I where CO is the "initial endow­
ment" or self-insurance situation and where the vertical axis is wealth in the accident 
or loss state and the horizontal axis is wealth in the no-loss state. 

Any point to the north-west of C and below or on the 45° degree line represents 
the wealth of the insured with any contract where ai;O- 0 and ~i;O- O. Since the monop­
oly solution implies no consumer surplus, it must lie on each risk type indifference 

2 As in the perfect discrimination case, the monopolist charges a price of insurance to each consumer 
equal to marginal cost. All potential consumer surplus is collected into monopoly profits so there is no 
dead weight loss. This result would not be obtained with a proportional loading or unit profit. 
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curve passing through CO. These indifference curves are strictly convex since U(-) is 
strictly concave by assumption.3 

7.3.2 Private Information and Single-Period Contracts 

Under private information the insurer does not observe the individual's risk types,4 
and must introduce mechanisms to ensure that agents will reveal this characteristic. 
Stiglitz (1977) extended the Rothschild-Stiglitz (1976) model to the monopoly case. 
In both contributions, price-quantity contracts5 permit the separation of risks by intro­
ducing incentives for individuals to reveal their type. Low risk individuals reveal their 
identity by purchasing a policy which offers limited coverage at a low unit price. Thus 
they trade off insurance protection to signal their identity. Formally, risk revelation is 
obtained by adding two self-selection constraints to Problem 1: 

3 Since individuals of different types have the same degree of risk aversion, at each point in the figure, 
the absolute value of the slope of the high-risk indifference curve is lower than that of the low-risk indi­
vidual. For example at point C', U(W)(I - PII)/U(W - D)plI < U(W)(I - PL)/U(W - D)p,.. At equilibrium 
points C~ and Cr, the respective slopes (in absolute values) are (I - PH)/PH and (1 - pd/PL. This is true 
since under full insurance, the insured of type i has W - p,D - z; in each state. 

4 For models where neither the insurer nor the insured know the individuals' probabilities of accident, 
see Palfrey and Spatt (1985), Malueg (1988), Boyer, Dionne and Kihlstrom (\989), and De Garidel (1997). 

5 We limit our discussion to private market mechanisms. On public provision of insurance and adverse 
selection, see Pauly (1974) and Dahlby (1981). 
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(3) 

Equation (3) guarantees that individual i prefers C; to Cj • Let us use AHL and ALH 
for the corresponding Lagrangian multipliers where AHL is for the self-selection con­
straint of the H type risk and ALH is that for the L type. AHL and ALH cannot both be 
positive.6 From Figure 1 it is easy to observe that, if the high risk individuals are indif­
ferent between both contracts (AHL > 0), the low risk individuals will strictly prefer 
their own contracts (ALH = 0). Moreover, ALH cannot be positive when AHL is zero since 
this leads to a violation of (2). Therefore, a feasible solution can be obtained only 
when AHL > 0 and ALH = O. 

Figure 1 shows the solution to the maximization of (1) subject to (2) and (3) where 
low risk individuals choose a positive quantity of insurance7 ~i* > 0 and high risk 
individuals buy full insurance coverage (~t* = ~t). Separation of risks and profit max­
imization imply that V(ct* I PH) = V(Cr I PH)' As discussed above, it is clear that 
(2) and (3) cannot both be binding for the high risk individuals when it is possible for 
the low risks to buy insurance. In fact, Figure 1 indicates that cZ* is strictly preferred 
to ct which means that high risk individuals get some consumer surplus when the 
monopolist sells insurance to the low risk individuals. In other words, the rationality 
constraint (2) is not binding for the H individuals (AH = 0). 

Another property of the solution is that good risk individuals do not receive any 
consumer surplus CAL> 0). However, as discussed above, they strictly prefer their con­
tract to the contract offered to the bad risk individuals. In other words 

which means that the self-selection constraint is not binding for the low risk individ­
uals while the rationality constraint is. 

In conclusion, one-period contracts with a self-selection mechanism increase the 
monopoly profits under private information compared with a single contract without 
any revelation mechanism, but do not necessarily correspond to the best risk alloca­
tion arrangement under asymmetrical information. In particular, good risk individu­
als may not be able to buy any insurance coverage or, if they can, they are restricted 
to partial insurance. As we shall see in the next section, multi-period contracts can be 

6 Technically the preference structure of the model implies that indifference curves of individuals with 
different risks cross only once. This single crossing property has been used often in the sorting literature 
(Cooper, 1984). 

7 It is important to note that there is always a separating equilibrium in the monopoly case. However, 
the good risk individuals may not have any insurance coverage at the equilibrium. Property 4 in Stiglitz 
(1977) establishes that ct' = {O, O} when qll/qL exceeds a critical ratio of high to low risk individuals 
where qi is the proportion of individuals i in the economy. The magnitude of the critical ratio is function 
of the difference in accident probabilities and of the size of the damage. Here, in order to have ct' * {O, 
OJ, we assume that qH/qL is below the critical ratio. 
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used to relax the binding constraints and to improve resource allocation under asym­
metrical information. In summary 

Proposition 2. In the presence of private information, an optimal one-period contract 
menu between a private monopoly and individuals of types Hand L has the follow­
ing characteristics: 

a) ~Z* = D - at*; ~t* < D - at* 
b) V(CZ* I PH) > V(C O I PH); V(Ci* I PI) = V(Co I PL) 
c) V(CZ* I PH) = V(ci* I PH); V(ci* I PI) > V(CJ* I PL)' 

Proof. See Stiglitz (1977). • 
Stiglitz (1977) also considered a continuum of agent types and showed that some 

of the above results can be obtained under additional conditions. However, in general, 
the presence of a continuum of agent types affects the results.8 

7.3.3 Multi-Period Insurance Contracts 

Multi-period contracts are often observed in different markets. For example, in many 
countries, drivers buy automobile insurance with the same insurer for many years and 
insurers use bonus-malus systems (or experience rating) in order to relate insurance 
premiums to the individual's past experience (Lemaire, 1985; Henriet and Rochet, 
1986; Hey, 1985; Dionne and Vanasse, 1992, 1997). Long term contracting also is 
observed in labour markets, workers' compensation insurance, service contracts, 
unemployment insurance and many other markets. The introduction of multi-period 
contracts in the analysis gives rise to many issues such as time horizon, discounting, 
commitment of the parties, myopic behaviour, accident underreporting, renegotiation. 
These issues are discussed in the following paragraphs. 

Multi-period contracts are set, not only to adjust ex-post insurance premiums or 
insurance coverage to past experience, but also as a sorting device. They can be a 
complement or a substitute to standard self-selection mechanisms. However, in pres­
ence of full commitment, ex-ante risk announcement or risk revelation remains nec­
essary to obtain optimal contracts under adverse selection. 

In Cooper and Hayes (1987), multi-period contracts are presented as a comple­
ment to one period self-selection constraints. Since imperfect information reduces the 
monopolist's profits, the latter has an incentive to relax the remaining binding 
constraints by introducing contracts based on anticipated experience over time. By 
using price-quantity contracts and full commitment in long term contracts, Cooper 

8 In another context, Riley (l979a) showed that a competitive Nash equilibrium never exists in the con­
tinuum case (see also Riley, 1985). 
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and Hayes introduce a second instrument to induce self-selection and increase monop­
oly profits: experience rating increases the cost to high-risks from masquerading as 
low-risks by exposing them to second-period contingent coverages and premia. 

Cooper and Hayes' model opens with a direct extension of the standard one-period 
contract presented above to a two-period world with full commitment on the terms of 
the contract. There is no discounting and all agents are able to anticipate the values 
of the relevant future variables. In order to increase profits, the monopolist offers con­
tracts in which premiums and coverages in the second period are function of accident 
history in the first period. Accidents are public information in their model. The two 
period contract cl is defined by: 

where a and n mean "accident" and "no accident" in the first period and where ail 
and 13i1(/ = a, n) are "contingent" choice variables. Conditional on accident experi­
ence, the formal problem consists of maximizing two-period expected profits by 
choosing Ci and C1 under the following constraints: 

V(C? I Pi) ~ 2V(CO I Pi) 

V(C?IPi)~V(CJlpi) i,j=H,L 

i::l= i 

where 

V(C?IPk) - PkU(W-D+13i)+(1-Pk)U(W-ai ) 

+ Pk [PkU(W - D + 13ia) + (1- Pk) U(W - aia)] 

+ (1- Pk )[PkU(W - D + 13in) + (1- Pk) U(W - a in )] 

k=i,j i,j=H,L i::l=j. 

(4.1) 

(4.2) 

The above constraints show that agents are committed to the contracts for the two 
periods. In other words, the model does not allow the parties to renegotiate the con­
tract at the end of the first period. Moreover, the principal is committed to a loss related 
adjustment of the insurance contract in the second period negotiated at the beginning 
of the first period; the insured is committed, for the second period, to buy the cover­
age and to pay the premium chosen at the beginning of the first period. It is also inter­
esting to observe from (4) that the decisions concerning insurance coverage in each 
period depend on the anticipated variations in the premiums over time. In other words, 
(4) establishes that variations in both premia and coverages in the second period are 
function of experience in the first period. Using the above model, Cooper and Hayes 
proved the following result: 
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Proposition 3. In the presence of private information and full commitment, the 
monopoly increases its profits by offering an optimal two-period contract having the 
following characteristics: 

1) High risk individuals obtain full insurance coverage in each period and are not 
experience rated 

~Ha = ~Hn 

where ~H = D - all 
2) Low risk individuals obtain partial insurance with experience rating 

3) Low risk individuals do not obtain any consumer surplus, and high-risk individ­
uals are indifferent between the two contracts 

V(Ci \ pJ = 2V(CO \ PL), 

V(Ci \PH) = V(Ci \PH)' 

Proof. See Cooper and Hayes (1987). • 
The authors also discussed an extension of their two-period model to the case 

where the length of the contract may be extended to many periods. They showed that 
the same qualitative results as those in Proposition 3 hold with many periods. 

Dionne (1983) and Dionne and Lasserre (1985, 1987) also investigated multi­
period contracts in presence of both adverse selection9 and full commitment on the 
part of the insurer. Their models differ from that of Cooper and Hayes in many 
respects. The main differences concern the revelation mechanism, the sorting device, 
commitment assumptions and the consideration of statistical information. Moreover, 
accidents are private information in their models. Unlike Cooper and Hayes, Dionne 
(1983) did not introduce self-selection constraints in order to obtain risk revelation. 
Instead risk revelation results from a Stackelberg game where the insurer offers a con­
tract in which the individual has to select an initial premium by making a risk 
announcement in the first period. Any agent who claims to be a low risk pays a cor­
responding low premium as long as his average loss is less than the expected loss 
given his declaration (plus a statistical margin of error to which we shall return). If 

9 Townsend (1982) discussed multi-period borrowing-lending schemes. However, his mechanism 
implies a constant transfer in the last period that is not compatible with insurance in presence of private 
information. 
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that condition is not met, he is offered a penalty premium. Over time, the insurer 
records the agent's claims and offers to reinstate the policy at the low premium when­
ever the claims frequency become reasonable again. 10 

Following Dionne (1983) and Dionne and Lasserre (1985), the no-claims discount 
strategy consists of offering two full insurance premiums II (FI = {UH' ud) in the first 
period and for t = I, 2, ... 

1 N(t) 

Ft+1 =Ud if~es/N(t)< EdD(X) + 8:(t) 

= Uk otherwise 

where 

(l' 

Uk 

EdD(X) 
8:(1) 
N(t) 

is the full information premium corresponding to the declaration (d), 

dE {H,L} 
is the amount of loss in contract period s, as E {a, D} 
is a penalty premium. Uk is such that U(W - Uk) < V(Co I PH) 

is the expected loss corresponding to the announcement (d) 

is the statistical margin of error 
is the total number of periods with insurance; N(t) ~ t. 

N(r) 

Therefore, from the construction of the model, Las / N(t) is the average loss 
s:::J 

claimed by the insured in the first N(t) periods. If this number is strictly less then the 
declared expected loss plus some margin of error, the insurer offers Ud' Otherwise he 
offers Uk. The statistical margin of error is used in order not to penalize too often those 
who tell the truth. But it has to be small enough to detect those who try to increase 
their utility in announcing a risk class inferior to their true risk. From the Law of the 
Iterated Logarithm, one can show that 

8:(1) = ,.J2ycr~ log log N(t)j N(t), y> 1 

10 This type of "no-claims discount" strategy was first proposed by Radner (1981) and Rubinstein and 
Yaari (1983) for the problem of moral hazard (see also Malueg (1986) where the "good faith" strategy is 
employed). However, since the two problems of information differ significantly the models are not identi­
cal. First the information here does not concern the action of the agent (moral hazard) but the type of risk 
which he represents (adverse selection). Second, since the action of the insured does not affect the random 
events, the sequence of damage levels is not controlled by the insured. The damage function depends only 
on the risk type. Third, in the adverse selection model, the insured cannot change his declaration and there­
fore cannot depart from his initial risk announcement although he can always cancel his contract. There­
fore, the stronger conditions used by Radner (1981) (robust epsilon equilibrium) and Rubinstein and Yaari 
(1983) ("long proof") are not needed to obtain the desired results in presence of adverse selection only. 
The Law of the Iterated logarithm is sufficient. 

II In fact their formal analysis is with a continuum of risk types. 
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Figure 2 
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where oJ is the variance of the individual's loss corresponding to the declaration (d) 
and 8:(1) converges to zero over time (with arbitrary large values for N(t) = 1,2). 

Graphically, we can represent EJ)(x) + 8:(1) as in Figure 2: 
As N(t) -7 00, EJ)(x) + 8:(1) -7 EJ)(x). 
Over time, only a finite number of points representing ('Lf}'IN(t» will have a value 

outside the shaded area. 
Proposition 4 below shows that the public information allocation of risks is 

obtainable using the no-claims discount strategy as T -7 00 and as long as the agents 
do not discount the future. 12 

Proposition 4. Let i be such that: 

Then, when T -7 00, there exists a pair of optimal strategies for the individual of type 
i and the private monopoly having the following properties: 

12 In general, introducing discounting in repeated games reduces the incentives of telling the truth and 
introduces some inefficiency because players do not care for the future as they care for the current period. 
In other words, with discounting, players become less patient and cooperation becomes more difficult to 
obtain. See Sabourian (1989) and Abreu, Pearce and Stacchetti (1990) for detailed discussions on the dis­
count factor issues in repeated contracts. 



Adverse Selection in Insurance Markets 199 

1) the strategy of the monopoly is a "no-claims discount strategy"; the strategy of 
insured i is to tell the truth about his type in period 1 and to buy insurance in 
each period; 

2) the optimal corresponding payoffs are aT - E;D(x) = zT and U(W - an = 

V(CO I p;), i = H, L; 
3) both strategies are enforceable. 

Proof. See Dionne and Lasserre (1985). • 
It is also possible to obtain a solution close to the public information allocation 

of risks in finite horizon insurance contracts. Dionne and Lasserre (1987) showed how 
a trigger strategy with revisions 13 may establish the existence of an £ equilibrium. This 
concept of £ equilibrium is due to Radner (1981) and was also developed in a moral 
hazard context. Extending the definition to the adverse selection problem, Dionne and 
Lasserre (1987) defined an £ equilibrium as a triplet of strategies (principal, low risk 
individual, high risk individual) such that, under these strategies, the expected utility 
of anyone agent is at least equal to his expected utility under public information less 
epsilon. In fact, the expected utility of the high risk individual is that of the full infor­
mation equilibrium. 

As for the case of an infinite number of periods,14 Dionne and Lasserre (1987) 
showed that it is in the interest of the monopolist (he obtains higher profits) to seek 
risk revelation on the part of the insured rather than simply use the statistical instru­
ment to discriminate between low-risk and high-risk agents. In other words, their 
second main result shows that it is optimal to use statistical tools not only to adjust, 
ex-post, insurance premiums according to past experience, but also, to provide an 
incentive for the insured to announce, ex-ante, the true class of risk he represents. 
Finally, they obtained that a multi-period contract with announcement dominates a 
repetition of one-period self-selection mechanisms (Stiglitz, 1977) when the number 
of periods is sufficiently large and there is no discounting. This result contrasts with 
those in the economic literature where it is shown that the welfare under full 
commitment is equal to that corresponding to a repetition of one period contracts. In 
fact here, a multiperiod contract introduces a supplementary instrument (experience 

\3 Radner's (1981) contribution does not allow for revisions after the initial trigger. However, revisions 
were always present in infinite horizon models [Rubinstein and Yaari (1983), Dionne (I 983), Radner (I985), 
Dionne and Lasserre (1985)]. A trigger strategy without revision consists of offering a premium corre­
sponding to a risk declaration as long as the average loss is less than the reasonable average loss corre­
sponding to the declaration. If that condition is not met, a penalty premium is offered for the remaining 
number of periods. With revisions, the initial policy can be reinstate. 

\4 See also Gal and Landsberger (1988) on small sample properties of experience rating insurance 
contracts in presence of adverse selection. In their model, all insureds buy the same contracts and 
resort to experience is made in the premium structure only. They show that the monopoly's expected profits 
are higher if based on contracts which take advantage of longer experience. Fluet (I998) shows how 
a result similar to Dionne and Lasserre (I985) can be obtained in a one period contract with fleet of 
vehicles. 
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rating) that increases efficiency (Dionne and Doherty, 1994; Dionne and Fluet, 1999; 
Fombaron, 1997b). 

Another characteristic of Dionne and Lasserre (1987) model is that low risk 
agents do not have complete insurance coverage when the number of periods is finite; 
they chose not to insure if they are unlucky enough to be considered as high risk indi­
viduals. However, they always choose to be insured in the first period and most of 
them will obtain full insurance in each period. Finally, it must be pointed out that the 
introduction of a continuum of agent types does not create any difficulty in the sense 
that full separation of risks is obtained without any additional condition. 

In Dionne (1983) and Dionne and Lasserre (1985) there is no incentive for acci­
dents underreporting at equilibrium since there is no benefit associated with under­
reporting. When the true classes of risk are announced, insureds cannot obtain any 
premium reduction by underreporting accidents. When the number of periods is finite, 
matters are less simple since each period does matter. In some circumstances, the 
insured has to evaluate the trade-off between increased premiums in the future and 
no coverage in the present. This is true even when the contract involves full com­
mitment as in Dionne and Lasserre (1987). For example, the unlucky good risk may 
prefer to receive no insurance coverage during a particular period in order to pass 
over a trigger date and have the opportunity to pay the full information premium as 
long as his average loss is less than the reasonable average loss corresponding to his 
class of risk. 

We next address the incentive for policyholders to underreport accidents. The ben­
efits of underreporting can be shown to be nil in a two-period model with full com­
mitment and no statistical instrument and when the contract cannot be renegotiated 
over time (Dionne and Doherty, 1992). To see this, let us go back to the two-period 
model presented earlier (Cooper and Hayes, 1987) and assume that accidents are now 
private information. When there is ex ante full commitment by the two parties to the 
contract one can write a contract where the net benefit to any type of agent from under­
reporting is zero. High risk individuals have full insurance and no experience rating 
at equilibrium and low risk individuals have the same level of expected utility what­
ever the accident reporting at the end of the second period. However, private infor­
mation about accidents reduces insurer's profits when we compare with the situation 
where accidents are public information. 

In all the preceding discussions it was assumed that the insurer can precommit to 
the contract over time. It was shown that an optimal contract under full commitment 
can be interpreted as a single transaction where the incentive constraints are modified 
to improve insurance possibilities for the low risk individuals and to increase profits. 
Since there is full commitment and no renegotiation, accident histories are uninfor­
mative on the risk type. This form of commitment is optimal in Dionne (1983) and 
Dionne and Lasserre (1985) since, as in the Arrow-Debreu world, neither party to the 
contract can gain from renegotiation. However, in a finite horizon world, the role of 
renegotiation becomes important since self-selection in the first period implies that 
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future contracts might be inefficient given the public information available after the 
initial period. When the good risks have completely revealed their type, it becomes 
advantageous to both parties, the insurer and the low risk individuals, to renegotiate 
a full insurance contract for the second period. Although the possibilities of renego­
tiation improve welfare in the second period, they violate the ex-ante self-selection 
constraints and reduce ex-ante welfare. In other words, renegotiation limits the com­
mitment possibilities and reduces ex-ante parties welfare. For example, if the high 
risk individuals anticipe renegotiation in the second period, they will not necessarily 
reveal their type in the first period (Dionne and Doherty, 1994). 

Formally, we can interpret the possibility of renegotiation as adding a new con­
straint to the set of feasible contracts: unless parties can precommit not to renegoti­
ate then contracts must be incentive compatible and renegotiation-proof (Dewatripont, 
1989; Bolton, 1990; Reyand Salanie, 1996). In order to reduce the possibilities for 
renegotiation in the second period, the insurer who is unable to commit not to rene­
gotiate after new information is revealed, must set the contracts so that the insured 
type will not be perfectly known after the first period. This implies that the prospect 
of renegotiation reduces the speed of information revelation over time. In other words, 
the prospect of renegotiation can never improve the long term contract possibilities. 
In many circumstances, a sequence of one period contracts will give the same outcome 
as a renegotiated-proof long term contract; in other circumstances a renegotiation­
proof long term contract dominates (when intertemporal and intertypes transfers and 
experience rating are allowed, for example) (Hart and Tirole, 1988; Laffont-Tirole, 
1987,1990, 1993; Dionne and Doherty 1994; Fombaron, 1997a; see the next section 
for more details). 

Hosios and Peters (1989) presented a formal model that rules out any renegotia­
tion by assuming that only one-period contracts are enforceable. 15 They also discussed 
the possibility of renegotiation in the second period when this renegotiation is bene­
ficial to both parties. Although they cannot show formally the nature of the equilib­
rium under this alternative, they obtained interesting qualitative results. For example, 
when the equilibrium contract corresponds to incomplete risk revelation in the first 
period, the seller offers, in the second period, a choice of contract that depends on the 
experience of the first period. Therefore accident underreporting is possible without 
commitment and renegotiation. This result is similar to that obtained in their formal 
model where they ruled out any form of commitment for contracts that last for more 
than one period. Only one-period contracts are enforceable. They showed the follow­
ing. results. 16 

15 On limited commitment see also Freixas, Guesnerie and Tirole (\985), Laffont and Tirole (1987) and 
Dionne and Fluet (1999). 

16 However, separating equilibria are possible with discounting since future considerations are less rel­
evant. In a model with commitment and renegotiation, Dionne and Doherty (1994) obtain a similar result: 
when the discount factor is very Iowa separating equilibrium is always optimal in a two-period framework. 
Intuitively, low discount factors reduce the efficiency of using intertemporal transfers or rents to increase 
the optimal insurance coverage of the low risk individuals by pooling in the first period. See Laffont and 
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Proposition 5. In absence of any form of commitment from both parties to the 
contract: 

I) Without discounting, separating equilibria do not exist; only pooling and semi­
separating equilibria are possible. 

2) Accident underreporting can now affect the seller's posterior beliefs about risk 
types and insurance buyers may fail to report accidents in order to avoid premium 
increases. 

Proof. See Hosios and Peters (1989). • 
This result implies that the insurer does not have full information on the risk types 

at the end of the first period; therefore, accidents reports become informative on the 
risk type contrary to the Cooper and Hayes model. However, the authors did not 
discuss the optimality of such two-period contract. It is not clear that a sequence of 
one period contracts with separating equilibrium does not dominate their sequence of 
contracts. 

7.4 COMPETITIVE CONTRACTS 

We now introduce a competitive context. Competition raises many new issues in both 
static and dynamic environments. The two main issues that will be discussed here are 
1) the choice of an adequate equilibrium concept and the study of its existence and 
efficiency properties, and 2) the nature of information between competitive insurers 
(and consequently the role of government in facilitating the transmission of informa­
tion between insurance market participants, particularly in long term relationships). 

It will be shown that many well-known and standard results are function to the 
assumption on how the insurers share the information about both the individual's 
choice of contracts and accident experience. 

In a first step, the situation where no asymmetric information affects the insur­
ance market is presented as a benchmark. Then, issues raised by adverse selection 
problem and the remedies to circumvent it are discussed. 

7.4.1 Public Information about an Individual's Characteristics 

In a competitive market where insurance firms are able to discriminate among the 
consumers according their riskiness, we would expect that insureds are offered a menu 

Tirole (1993) for a general discussion on the effect of discounting on optimal solutions in procurement 
when there is no uncertainty. See Dionne and Fluet (2000) for a demonstration that full pooling can be 
an optimal solution when the discount is sufficiently high and when there is no commitment. This result is 
due to the fact that, under no-commitment, the possibilities of rent transferts between the periods are 
limited. 
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of policies with a complete coverage among which they choose the one that 
corresponds with their intrinsical risk. Indeed, under competition, firms are now con­
strained to earn zero expected profits. When information on individual risk charac­
teristics is public, each firm knows the risk type of each individual. The optimal 
individual contract is the solution to: 

Problem 2 

where (l - p;)ai = PiPi is the zero-profit constraint. 

As for the monopoly case under public information, the solution to Problem 2 
yields full insurance coverage for each type of risk. However, on the contrary to 
monopoly, the optimal solutions C~ and ci in Figure 3 correspond to levels of con­
sumer welfare greater than in the no-insurance situation «('1). As already pointed out, 
the monopoly solution under public information also yields full insurance coverage 
and does not introduce any distortion in risk allocation. The difference between the 
monopoly and competitive cases is that, in the former, consumer surplus is extracted 
by the insurer, while in the latter it is retained by both types of policyholder. 

Figure 3 
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Under competition, a zero-profit line passes through CO and represents the set of 
policies for which a type i consumer's expected costs are nil for insurers. The absolute 

value of its slope is equal to the (absolute) ratio \- Pi. Each point on the segment 
Pi 

[CoCTI has the same expected wealth for an individual of type i than that corre­
sponding to Co. The full information solutions are obtained when the ratio of slopes 
of indifference curves is just equal to the ratio of the probability of not having an acci­
dent to that of having an accident. To sum up, 

Proposition 6. In an insurance world of public information about insureds' riskiness, 
a one-period optimal contract between any competitive firm on market and any indi­
vidual of type i (i = H, L) is characterized by: 

a) full insurance coverage, ~r= D - ar 
b) no firm makes a surplus, 1t( Cr I pJ = 0 
c) consumers receive a surplus V(C;I Pi) > V(CO I pJ 

Characteristic b) expresses the fact that premiums are set to marginal costs and 
characteristic c) explains why individual rationality constraints (2) are automatically 
satisfied in a competitive context. Consequently, introducing competitive actuarial 
insurance eliminates the wealth variance at the same mean or corresponds to a mean 
preserving contraction. 

In a usual way, under perfect information, competition allows to attain one-period 
solutions which are first-best efficient. This result does not hold when we introduce 
asymmetric information. 

7.4.2 Private Information and Single-Period Contracts 

In the presence of adverse selection, the introduction of competition may lead to fun­
damental problems with the existence and the efficiency of an equilibrium. When 
insurance firms cannot distinguish among different risk types, they lose money by 
offering the set of full information contracts (C~, Cn described above, since both 
types will select Ci (the latter contract requires a premium lower than C~ and in coun­
terpart, covers also totally the incurring losses). Each insurer will make losses since 
the average cost is greater than the premium of Ci, which is the expected cost of 
group L. Under asymmetrical information, traditional full information competitive 
contracts are not adequate to allocate risk optimally. Consequently, many authors 
have investigated the role of sorting devices in a competitive environment to circum­
vent this problem of adverse selection. The first contributions on the subject in com­
petitive markets are by Akerlof (1970), Spence (1974), Pauly (1974), Rothschild and 
Stiglitz (1976) and Wilson (1977). The literature on competitive markets is now very 
large and it is not our intention here to review all contributions. Our selection of 
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models was made with criteria that will be identified and explained when it will 
become appropriate. 17 

A first division that we can make is between models of signaling (informed 
agents move first) and of screening (uninformed agents move first) (Stiglitz and Weiss, 
1984). Spence (1974) and Cho and Kreps (1987) models are of the first type and are 
mainly applied to labor markets in which the workers (informed agents) move first 
by choosing an education level (signal). Then employers bid for the services of the 
workers and the latter select the more preferred bids. Cho and Kreps (1987) present 
conditions under which this three-stage game generates a Riley (1979a) single-period 
separating equilibrium. 18 Without restrictions (or criteria as those proposed by Cho 
and Kreps (1987)) on out-of-equilibrium beliefs, many equilibria arise simultane­
ously, which limit considerably the explanatory power of the traditional signaling 
models. 19 

Although it may be possible to find interpretations of the signaling models 
in insurance markets, it is generally accepted that the screening interpretation is 
more natural. Rothschild and Stiglitz (1976) and Wilson (1977) introduced to the lit­
erature insurance models with a screening behavior. In Rothschild and Stiglitz model 
only a two-stage game is considered. First, the uninformed insurer offers a menu of 
contracts to the informed customers who then choose among the contracts in the 
second stage. 

Let us start with the Rothschild and Stiglitz (1976) model in which the insurers 
set premia with constant marginal costs. Each insurer knows the proportions of 
good risks and bad risks in the market but has no information on an individual's type. 
Moreover, each insurer cannot, by assumption, buy insurance from many insurers. 
Otherwise, the individual insurers would not be able to observe the individuals' total 
amount of insurance and would not be able to discriminate easily.20 Each insurer 
observes all offers in the market. Finally, the insurer only needs to observe the claims 
he receives.21 

Clearly, the properties of the equilibrium depend upon how firms react to rival 
offers. In a competitive environment, it_seems reasonable to assume that each insurer 

17 See Cresta (1984) and Eisen (1989) for other analyses of problems of equilibria with asymmetric 
information. 

18 A Riley or reactive equilibrium leads the Rothschild-Stiglitz separating equilibrium regardless of the 
number of individuals in each class of risk. 

19 In fact, multiple equilibria are the rule in two-stage signaling models. However, when such equilib­
ria are studied, the problem is to find at least one that is stable and dominates in terms of welfare. For a 
more detailed analysis of signaling models see the survey by Kreps (1989). On the notion of sequential 
equilibrium and on the importance of consistency in beliefs see Kreps and Wilson (1982). 

20 Jaynes (1978) and Hellwig (1988) analyzed the consequences of relaxing this assumption. More par­
ticularly, they showed under what conditions an equilibrium exists when the sharing of information about 
customers is treated endogenously as part of the game among firms. They showed that it is possible to over­
come Rothschild-Stiglitz's existence problem of an equilibrium if insureds cannot buy more than one con­
tract. Finally, Hellwig (1988) showed that the resulting equilibrium is more akin to the Wilson anticipatory 
equilibrium than to the competitive Nash equilibrium. 

21 In fact, this is a consequence of the exclusivity assumption. Moreover, since we consider static con­
tracts, observing accident or claims does not matter. A conclusion, that will not be necessarily true in 
dynamic models. 
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takes the actions of its rivals as given. The basic model by Rothschild and Stiglitz 
described in the following lines considers that firms adopt a (pure) Nash strategy. 
Then, a menu of contracts in an insurance market is an equilibrium in the Rothschild 
and Stiglitz sense if a) no contract in the equilibrium set makes negative expected 
profits and b) there is no other contract added to the original set that earns positive 
expected profits. 

Under this definition of the equilibrium, Rothschild and Stiglitz obtained three 
significant results: 

Proposition 7. When insurers follow a pure Cournot-Nash strategy in a two-stage 
screening game: 

a) A pooling equilibrium is not possible; the only possible equilibria are separating 
contracts. 

b) A separating equilibrium may not exist. 
c) The equilibrium, when it exists, is not necessarily a second-best optimum. 

A pooling equilibrium is an equilibrium in which both types of risk buy the same 
contract. Recall that the publicly observable proportions of good-risk and bad-risk 
individuals are respectively qL and qH (with qH + qL = 1) and the average probability 
of having an accident is ft. This corresponds to the line c> F in Figure 4a. To see why 
the Nash definition of equilibrium is not compatible with a pooling contract, assume 
that C1 in the figure is a pooling equilibrium contract for a given insurer. By defini­
tion, it corresponds to zero aggregate expected profits; otherwise, another insurer in 
the market will offer another pooling contract. Because of the relative slopes of the 
risk type indifference curves, there always exists a contract C2 that will be preferred 
to contract C1 by the low-risk individuals. The existence of contract C2 contradicts the 
above definition of a Nash equilibrium. Consequently, if there exists an equilibrium, 
it has to be a separating one in which different risk-type consumers receive different 
insurance contracts. 

As for the monopoly case, the formal solution is obtained by adding one self­
selection constraint (3) that guarantees individual i prefers C; to Cj to Problem 2. By 
a similar argumentation to the one used in the determination of the optimal solution 
in the monopoly situation, it can be shown that only the self-selection constraint of 
the H risk type is binding at full insurance. Again the profit constraint is binding on 
each type so the problem is limited to find an optimal contract to the low-risk indi­
vidual since that ofthe high risk individual corresponds to the public information case 
(ajj* = ajj = D - pjj): 
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Problem 3 

Max PLU(W -D+~L)+(1- PL) U(W -aL) 
a/ .. ~L. AL.AH/. 

subject to the zero-profit constraint 

and the self-selection constraint 

U(w -a~*) = PHU(W - D+ ~L)+(1- PH )U(W -aL)' 

At equilibrium, the high-risk individuals receive full insurance since the low-risk 
self-selection constraint is not binding. The solution of Problem 3 implies that the 
low-risk type receives less than full insurance.22 We can summarize the description of 
the separating equilibrium with the following proposition: 

Proposition 8. In the presence of private information, an optimal menu of separat­
ing one-period contracts between a competitive insurer and individuals of types Hand 
L has the following characteristics: 

a) ~t* = D - at*; ~;"* < D - ai* 
b) V(C;**> I p) > V(CO I pJ, i = H, L 
c) V(C;)'* I PH) = V(Cr I PH); V(C;"* I Pi) > V(Ci;* I PL)' 

Graphically, Ci;* and Cr in Figure 4b correspond to a separating equilibrium. 
In equilibrium, high-risk individuals buy full insurance (Ci;*), while low-risk indi­
viduals get only partial insurance C;"*.23 Each firm earns zero expected profit on each 
contract. This equilibrium has the advantage for the low-risk agents that their equi­
librium premium corresponds to their actuarial risk and does not contain any subsidy 
to the high-risk individuals. However, a cost is borne by low-risk insureds in that their 
equilibrium contract delivers only partial insurance compared with full insurance in 
the full information case. Only high-risk individuals receive the first-best allocation. 
Finally, the separating equilibrium is not necessarily second-best optimal when it is 
possible to improve the welfare of individuals in each class of risk. We will come back 
to this issue. 

22 Partial coverage is generally interpreted as a monetary deductible. However, in many insurance 
markets the insurance coverage is excluded during a probationary period that can be interpreted as a sorting 
device. Fluet (1992) analyzed the selection of an optimal time-deductible in presence of adverse selection. 

23 On the relationship between the coverage obtained by a low-risk individual under a monopoly com­
pared to that under a pure Nash competitive equilibrium, see Dahlby (1987). It is shown, for example, that 
under constant absolute risk aversion, the coverage obtained by a low-risk individual under monopoly is 
greater than, equal to, or less than that obtained under competition as the monopolist's expected profit on 
a policy purchased by low-risk individuals is greater than, equal to, or less than its expected profit on the 
policy purchased by high-risk individuals. 
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The second important result from Rothschild and Stiglitz is that there are condi­
tions under which a separating equilibrium does not exist. In general, there is no equi­
librium if the costs of pooling are low to the low-risk individuals (few high-risk 
individuals or low qH, which is not the case in Figure 4b since the line C°F' corre­
sponds to a value of qH higher than the critical level q~S permitting separating equi­
libria) or if the costs of separating are high (structure of preference). In the former 
case, given the separating contracts, the cost of sorting (partial insurance) exceeds the 
benefits (no subsidy) when profitable pooling opportunities exist. But, as already 
shown, a pooling contract cannot be an equilibrium. This negative result has prompted 
further theoretical investigations since many insurance markets do function even in 
the presence of adverse selection. 

One extension for the existence of an equilibrium is to consider a mixed strategy 
in which an insurer's strategy is a probability distribution over a pair of contracts. 
Rosenthal and Weiss (1984) showed that a separating Nash equilibrium always exists 
when the insurers adopt this strategy. However, it is not clear that such strategy 
has any particular economic interpretation in insurance markets as in many other 
markets. 24 Another extension is to introduce a three-stage game in which the insurer 
may reject in the third stage the insured's contract choice made in the second stage. 
Hellwig (1986, 1987) showed that a pooling contract may correspond to a sequential 
equilibrium of the three-stage game or it can never be upset by a separating contract 
whenever pooling is Pareto preferred. Moreover, contrary to the Rothschild and 
Stiglitz two-stage model, the three-stage game always has a sequential equilibrium 
in pure strategies. The most plausible sequential equilibrium is pooling rather than 
sorting, while in a three-stage game in signaling models (Cho and Kreps, 1987) 
it is the pooling rather the separating equilibria that lack robustness. As pointed 
out by Hellwig (1987), the conclusions are very sensitive to the details of game 
specification.25 

Another type of extension that permits the existence of equilibria is to allow firms 
to consider other firms' behavior or reactions in their strategies and then to abandon 
the Nash strategy in the two-stage game. For example, Wilson (1977) proposed an 
anticipatory equilibrium concept where firms drop policies so that those remaining 
(after other firms anticipated reactions) at least break even. By definition, a Wilson 
equilibrium exists if no insurer can offer a policy such that 1) this new policy yields 
nonnegative profits and 2) remains profitable after other insurers have withdrawn all 
unprofitable policies in reaction to the offer. The resulting equilibrium (pooling or 
separation) always exists. A Wilson equilibrium corresponds to the Nash equilibrium 
when a separating equilibrium exists; otherwise, it is a pooling equilibrium such as 

24 See also Dasgupta and Maskin (1986) and Rothschild and Stiglitz (1997). On randomization to 
improve market functioning in presence of adverse selection see Garella (1989) and Arnott and Stiglitz 
(1988). 

25 See also Fagart (I 996a) for another specification of the game. Her paper is dealing with a game where 
two principals compete for an agent, when the agent has private information. By considering a certain 
type of uncertainty, competition in markets with asymmetric information does not always imply loss of 
efficiency. 
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C j in Figure 4a.26 Finally, we may consider the Riley (1979) reactive equilibrium where 
competitive firms add new contracts as reaction to entrants. It is shown that an equi­
librium always corresponds to separating contracts. 

Wilson also considered subsidization between policies, but Miyazaki (1977) and 
Spence (1977) developed the idea more fully. They showed how to improve welfare 
of both classes of risk (or of all n classes of risk; Spence (1977» with low-risk class 
subsidizing the high-risk class. In fact Spence showed that, in a model in which firms 
react (in the sense of Wilson) by dropping loss-making policies, an equilibrium always 
exists. In all the above models, each of the contracts in the menu available is defined 
to permit the low-risk policyholders to signal their true risk. The resulting equilib­
rium is a break-even portfolio of separating contracts, and exists regardless of the 
relative value of qH' The separating solution has no subsidy between policies when 
qH ~ q,/:MS. More formally we have 

Proposition 9. A Wilson-Miyazaki-Spence (WMS) equilibrium exists regardless of 
the value of qH' When qH ~ q,/:MS, the WMS equilibrium corresponds to the Rothschild­
Stiglitz equilibrium. 

One such equilibrium (C3, C4) is presented in Figure 5 for the case of two risk 
classes with cross-subsidization from the low to the high-risk group. The curve 
denoted by frontier in Figure 5 is the zero aggregate transfers locus defined such that 
the contracts pairs yield balanced transfers between the risk-types, and the subset 
(C3, Z) in bold is the set of contracts for the low-risk individuals that are second-best 
efficient. The derivation of the optimal contracts with transfers is obtained by maxi­
mizing the following program: 

Problem 4 

Max PLU(W -D+/3L -0+0- PL)U(W -aL -t) 
UL. ~L, t, s 

subject to the non-negative aggregate profits constraint 

the zero-profit constraint before cross-subsidization 

the self-selection constraint 

26 See Grossman (1979) for an analysis of the Wilson type equilibrium with reactions of insureds rather 
than reactions of sellers. 



Figure 5 

Adverse Selection in Insurance Markets 

Wealth in 
loss state 

frontier L 

~ __________ ~ ___ ~ Wealth in 

w no-loss state 

A Wilson-Miyazaki-Spence equilibrium 

the positivity constraint 

s~o 

where sand t are for subsidy and tax respectively. 

211 

When the positivity constraint is binding, (C3, C4) corresponds to the Rothschild 
Stiglitz contracts (ct*, Ct*) without cross-subsidization. When the positivity con­
straint holds with a strict inequality, the equilibrium involves subsidization from low 
risks to high risks.27 

The Wilson-Miyazaki-Spence (WMS) equilibrium (C3, C4) solves this program if 
(C3, C4) is second-best efficient in the sense of Harris and Townsend (1981). An allo­
cation is second-best efficient if it is Pareto-optimal within the set of allocations that 
are feasible and the zero-profit constraint on the portfolio.28 In competitive insurance 
markets, Crocker and Snow (1985) proved the following proposition, that can be seen 
as an analogue with the welfare first theorem (Henriet and Rochet, 1991): 

27 For a proof that the equilibrium can never imply subsidization from high-risks individuals to low-risks 
individuals, see Crocker and Snow (1985), 

28 See Crocker and Snow (1985, 1986) for more details. See Lacker and Weinberg (1999) for a proof 
that a Wilson allocation is coalition proof. 
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Proposition 10. A Wilson-Miyazaki-Spence (WMS) equilibrium is second-best effi­
cient for all values of q H. 

Proof. See Crocker and Snow (1985). 

Subsidization between different risk classes is of special interest for characteriz­
ing the notion of second-best optimality and simultaneously the shape of optimal 
redistribution in insurance markets. Indeed, the optimal allocation on these markets 
(given the incentive constraints imposed by adverse selection) involves cross­
subsidization between risk types. Thus, the second-best efficient contracts resulting 
from this redistribution are described for low-risk individuals by the frontier in 
bold in Figure 5 (see Crocker and Snow, 1985). It can be shown that a Rothschild 
and Stiglitz equilibrium is second-best efficient if and only if qH is higher than 
some critical value q:r~, which is itself higher than the critical value q~S permitting 
the existence of a Nash equilibrium. Then, as mentioned, a Nash equilibrium is 
not necessarily efficient. The same conclusion applies to the Riley equilibrium 
since it sustains the Rothschild and Stiglitz solution whatever qH' In the income­
states space, the shape of this curve can be convex as shown in Figure 5 (Dionne 
and Fombaron, 1996) under some unrestrictive assumptions about utility functions. 
More precisely, some conditions about risk aversion and prudence indexes guarantee 
the strict convexity of the efficiency frontier: the insurance coverage ~L offered to low­
risks is a convex function in the subscribed premium aL. Moreover, high risks are 
offered a coverage ~H which is a linear function in the premium aH. It was shown by 
Dionne and Fombaron (1996) that this frontier can never be strictly concave under 
risk aversion. At least, a portion of the frontier must be convex.29 

Despite the presence of non-convexities of this locus in the income-states space, 
the correspondence between optimality and market equilibrium is maintained (see 
Prescott and Townsend, 1984, for a general proof of this assertion and Henriet and 
Rochet, 1986, for an analysis in an insurance context). Consequently, the conventional 
question about the possibility of achieving a second-best efficient allocation by a 
decentralized market doesn't raise. So an analogue to the second optimality theorem 
holds for an informationally constrained insurance market (Henriet and Rochet, 
1986): even though government cannot a priori impose risk-discriminating taxes on 
individuals, it can impose a tax on their contracts and so generate the same effect as 
if taxing directly individuals (Crocker and Snow, 1986). 

Finally, as we will in section 7.7, another possibility to deal with equilibrium 
issues is to use risk categorization (see Crocker and Snow, 2000, for a more detailed 
analysis). 

29 For more general utility functions, the curvature can be both convex and concave but must necessar­
ily be convex around the full insurance allocation under risk aversion. For more details, see Pannequin 
(1992) and Dionne and Fombaron (1996). 
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7.4.3 Multiperiod Contracts and Competition 

The aspect of competition raises new technical and economic issues on multiperiod 
contracting. Indeed, the value of information affects considerably the process of 
decision-making in a competitive insurance market. Let us begin with Cooper and 
Hayes' (1987) analysis of two-period contracts with full commitment on the supply 
side. 

7.4.3.1 Full Commitment 
Cooper and Hayes used the Nash equilibrium concept in a two-period game where 
the equilibrium must be separating. 3D In fact, they considered two different behaviors 
about commitment on the demand side. First, both insurers and insureds commit them­
selves to the two-period contracts (without possibility of renegotiation) and second, 
the insurers commit to a two-period contract but the contract is not binding on 
insureds. We will refer these respective situations as contracts with full commitment 
and with semi-commitment, respectively. When competitive firms can bind agents to 
the two periods, it is easy to show that, in the separating solution, the contracts offered 
are qualitatively identical to that of the monopoly solution with commitment: high­
risk agents receive full insurance at an actuarial price in each period while low-risk 
agents face price and quantity adjustments in the second period. Suppose that qH is 
such that a Rothschild and Stiglitz equilibrium is second-best efficient. Then it can be 
shown that the two-period contract with full commitment dominates31 a repetition of 
Rothschild and Stiglitz contracts without memory. As for the monopoly case, this 
result is due to the memory effect (see Chiappori et al., 1994 for a survey on the 
memory effect). 

When the authors relax the strong commitment assumption in favor of semi-com­
mitment, and consider that insureds can costlessly switch to other firms in the second 
period, they show that the presence of second-period competition limits but does not 
destroy the use of experience rating as a sorting device. The difference between the 
results with full commitment and semi-commitment is explained by the fact that the 
punishment possibilities for period-one accidents are reduced by the presence of other 
firms that offer single-period contracts in the second period. 

The semi-commitment result was obtained by assuming that, in the second period, 
entrant firms offer single-period contracts without any knowledge of insureds' acci­
dent histories or their choice of contract in the first period. The new firms' optimal 
behavior is to offer Rothschild and Stiglitz separating contracts32 to the market.33 By 

30 In other words, they implicitly assumed that the conditions to obtain a Nash separating equilibrium 
in a single period contract are sufficient for an equilibrium to exist in their two-period model. 

JI For a proof of this assertion, see Fombaron 1997a. 
32 Actually, the Rothschild and Stiglitz contracts are not ever necessarily the best policy rival firms can 

offer. Assuming that outside options are fixed is restrictive. Such a issue is discussed in the next section. 
3J Recall here that the authors limited their focus on separating solutions. 
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taking this decision as given, the design of the optimal two-period contract by com­
petitive firms with semi-commitment has to take into account at least one supple­
mentary binding constraint (no-switching constraint) that reduces social welfare when 
we compare to full commitment. The formal problem consists of maximizing the low­
risks' two-period expected utility by choosing c1 and cI under the incentive com­
patibility constraints, the nonnegative intertemporal expected profits constraint and 
the no-switching constraints: 

Problem 5 

s.t. 

V(c? I pJ ~ V(C] IpJ i,j = H,L, i"# j 

By the constraint of non-negative expected profits earned on the low risks' mul­
tiperiod contract, this model rules out the possibility for insurers to offer cross-sub­
sidizations between the low and the high risks (and circumvent any problem of 
inexistence of Nash equilibrium). Since this constraint is obviously binding at the 
optimum, only intertemporal transfers are allowed by Cooper and Hayes. 

Using the above model, Cooper and Hayes proved the following results, summa­
rized by Proposition 11: 

Proposition 11. Under the assumption that a Nash equilibrium exists, the optimal 
two-period contract with semi-commitment is characterized by the following 
properties: 

I) High-risk individuals obtain full insurance coverage and are not experience rated: 
V(cta I PH) = V(C'tn I PH) = V(ct I PH) = U(W - a't); 
while low-risk individuals receive only partial insurance coverage and are expe­
rience rated: V(Cia I PL) < V(C!n I PL); 

2) High-risk agents are indifferent between their contract and that intended to low­
risks, while low risks strictly prefer their contract: 
V(C1* I PH) = V(Cr I PH) and V(Cr I PI) > V(CJ*> I PI); 

3) Both high and low risks obtain a consumer surplus: 
V(Cl* I Pi) > 2V(CJ I Pi), i = H, L; 
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4) The pattern of temporal profits is highballing on low-risks' contracts and flat on 
high-risks' ones: 

n(C! I PL);;:: 0;;:: [PLn(C!a I PL) + (1 - pdn(C!n I PL)] 
and n(C~ I PH) = n(C~a I PH) = n(ctn I PH) = o. 

In other words, the presence of competition, combined with the agents' inability 
to enforce binding multiperiod contracts, reduces the usefulness of long term con­
tracts as a sorting device and consequently, the potential gains of long term relation­
ships. This conclusion is similar to that obtained in the monopoly case (in which the 
principal cannot commit on nonrenegotiation) since the no-switching constraints 
imposed by competition can be reinterpreted as rationality constraints in a monopo­
listic situation. 

The fourth property in Proposition 11 means that, at equilibrium, firms make pos­
itive expected profits on old low-risk insureds (by earning positive profits on the low 
risks' first period contract) and expected losses on new low-risk insureds (by making 
losses on the second-period contract of low-risks who suffered a first-period loss, 
greater than positive profits on the low risks' contract corresponding to the no-loss 
state in the first period). In aggregate, expected two-period profits from low-risks are 
zero. 

As in the monopoly situation, all the consumers self-select in the first period and 
only low-risk insureds are offered an experience-rated contract in the second period 
based on their accident history.34 This arrangement provides an appropriate bonus for 
accident free experience and ensures that low risks who suffer an accident remain with 
the firm.35 This temporal profit pattern, also labeled highballing by D' Arcy and 
Doherty (1990), was shown to stand in contrast with the lowballing predicted in 
dynamic models without commitment. In particular, D'Arcy and Doherty have com­
pared the results obtained by Cooper and Hayes under the full commitment assump­
tion with those of the lowballing predicted by Kunreuther and Pauly (1985) in a price 
competition. With about similar assumptions on commitment, Nilssen (1990) and 
Fombaron (1997b) also obtained a lowballing prediction in the classic situation of 
competition in price-quantity contracts. 

Although Cooper and Hayes were the first to consider a repeated insurance 
problem with adverse selection and full commitment, some assumptions are critical. 
The first criticism refers to the ability for insurers to commit to long term relation­
ships. Indeed, the assumption of precommitment by insurers straightforwardly con­
verts a multi period program into a single-period problem where the incentive 
compatibility constraints are adequately modified to take into account the long-term 
nature of the relationship. Under this assumption, since the first-period contract 

34 But not on their contract choice. 
35 In fact, the corresponding expected utility of the low-risk individual who did not have an accident in 

the first period (and stays) is strictly greater at equilibrium to that corresponding to the entrant one-period 
contract. 
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choices do reveal the individual risks, the initial agreement on the second period con­
tract could be renegotiated at the beginning of the second period (under full infor­
mation) in a way that would improve the welfare of both parties. Consequently, the 
two-period contract with full commitment is Pareto-inefficient ex-post, i.e., relative 
to the information acquired by insurers at that time. Some recent articles in the liter­
ature have investigated other concepts of relationships between an insurer and his 
insureds, involving limited commitment: the no-commitment assumption represents 
the polar case of the full commitment situation (section 7.4.3.2) and the commitment 
with renegotiation appears to be an intermediate case between the full commitment 
and the no-commitment (section 7.4.3.3). 

The second criticism refers to the exogeneity of the outside options. In 
Cooper and Hayes' model and in most dynamic models, firms are supposed to offer 
the same contract to a new customer, whatever his contractual path and his accident 
history. Behind this assumption on competitive behavior, it is implicitly assumed 
that the information revealed by the accident records and possibly by contractual 
choices does not become public.36 However, this assumption is not very realistic 
with regard to the presence, in some countries, of a specific regulatory law that obliges 
the insurers to make public these data. This is the case in France and in most Euro­
pean countries for automobile insurance, where the free availability to accident 
records is a statutory situation. Consequently, models with endogenous outside options 
are more appropriate to describe the functioning of the competitive insurance market 
in these countries. This alternative approach will be discussed in the two next 
sections. 

As a result to these above strong hypotheses, the literature obtains the same pre­
dictions than in the static model about the equilibrium existence issue37 and about the 
self-selection principle. These predictions do not hold any longer when we assume 
limited commitment and/or endogenous outside options. 

7.4.3.2 No-commitment 
In this section, the attention is paid to competitive insurance models in which the con­
tractual parties can only commit to one-period incentive schemes, i.e., where insur­
ers can write short-term contracts, but not long-term contracts. The no-commitment 
is bilateral in the sense that each insured can switch to another company in period 
two if he decides to do so. Such situations are particularly relevant in liability insur­
ance (automobile or health insurance for example) where long term contracts are 
rarely signed. Despite this inability to commit, both parties can sign a first-period con­
tract that should be followed by second-period contracts which are conditionally 
optimal and experience-rated. This sequence of one-period contracts gives rise to a 

36 When an individual quits a company A and begins a new relationship with a company B, he is con­
sidered by the latter as a new customer on the insurance market. 

37 Cross-subsidizations between risk types remain inconsistent with equilibrium, so that problems for 
equilibrium existence also exist in a multi period context. 
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level of intertemporal welfare lower than that of full commitment but, in some cases, 
higher than in a repetition of static contracts without memory. 

Kunreuther and Pauly (1985) were the first to study a multiperiod model without 
commitment in a competitive insurance context. However, their investigation is not 
really an extension of the Rothschild and Stiglitz' analysis since the authors consider 
competition in price and not in price-quantity.38 They argue that insurers are unable 
to write exclusive contracts; instead they propose that insurers offer only pure price 
contracts (Pauly, 1974). Moreover, they assume that consumers are myopic: they 
choose the firm which makes the most attractive offer in the current period. At the 
other extreme, the classic dynamic literature supposes that individuals have perfect 
foresight in the sense that they maximize the discounted expected utility over the plan­
ning horizon. 

Despite the major difference in the assumption about the way insurers compete, 
their model leads to the same lowballing prediction than other studies, like the ones 
developed by Nilssen (1990) and by Fombaron (l997b), both using the basic frame­
work of the Rothschild and Stiglitz model where firms compete by offering price­
quantity contracts. Insurers make expected losses in the first period (on the new 
customers) and earn expected profits on the policies they renew (on the old cus­
tomers). The similarity in this pattern of intertemporal profits is mainly due to the fact 
these three contributions assume that insurers do not write long term contracts while, 
as we saw, Cooper and Hayes permitted long term contracting. In Nilssen's model, an 
important result is to show that pooling contracts could emerge in dynamic equilib­
rium (pooling on the new insureds) when the ability to commit lacks in the relation­
ships, so making the cross-subsidizations compatible with equilibrium. Moreover, 
contrary to the Kunreuther and Pauly model, the absence of commitment does not 
rule out separation. His result has been extended in Fombaron (1997b) who shows 
that at equilibrium, semi pooling can emerge in the first period, followed by separa­
tion in the second period, and this is made possible by introducing mixed strategies 
played by insureds. This technical process, also labeled randomization, permits to 
defer the revelation of information and so, facilitates the respect of sequential opti­
mality constraints required by models with limited commitment. It was used by Hosios 
and Peters (1989), as we saw, in a monopoly situation without commitment and by 
Dionne and Doherty (1994) in a competitive context with commitment and renegoti­
ation. Moreover, in contrast with the mentioned-above literature, the model makes the 
outside options endogenous to the information revealed over time. The formal 
program presented below (Problem 6) is the most general. This program includes the 
Nilssen's model as a particular case (more precisely, for both XH = 1, XL = 0 and 
ere = efs where Xi E [0; 1] measures the level of separation of type i). However, some 
results are contrasted in Table 1. This permits to compare the different results accord­
ing to the assumptions in the models. 

38 They let insurers offer contracts specifying a per-unit premium for a given amount of coverage. 



T
ab

le
 1

 
C

o
m

p
ar

is
o

n
 o

f 
M

u
lt

i-
P

er
io

d
 C

o
m

p
et

it
iv

e 
M

o
d

el
s 

H
yp

ot
he

se
s 

Fu
ll 

co
m

m
it

m
en

t 
N

o-
co

m
m

it
m

en
t 

C
oo

pe
r 

&
 

K
un

re
ut

he
r 

&
 

H
ay

es
 1

98
7 

Pa
ul

y 
19

85
 

P
ri

ce
-q

ua
nt

it
y 

co
nt

ra
ct

s 
Y

es
 

N
o 

In
su

re
rs

 o
bs

er
ve

 
-

to
ta

l 
co

nt
ra

ct
 c

ho
ic

e 
Y

es
 

N
o 

-
ac

ci
de

nt
s 

Y
es

 
N

o 
(c

la
im

s 
on

ly
) 

R
iv

al
s 

ob
se

rv
e 

-
co

nt
ra

ct
 c

ho
ic

es
 

N
o 

N
o 

-
lo

ss
 e

xp
er

ie
nc

e 
N

o 
N

o 

R
iv

al
s'

 o
ff

er
s 

ar
e 

N
o 

N
o 

en
do

ge
no

us
 

N
il

ss
en

 
F

om
ba

ro
n 

19
90

 
19

97
b 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
lN

o 

N
o 

Y
es

lN
o 

N
o 

Y
es

 

C
om

m
it

m
en

t 
w

it
h 

re
ne

go
ti

at
io

n 

D
io

nn
e 

&
 

F
om

ba
ro

n 
D

oh
er

ty
 1

99
4 

20
00

 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
 

Y
es

 
Y

es
lN

o 

N
o 

Y
es

lN
o 

N
o 

Y
es

 

tv
 

0
0

 ~ ~ §::
 

c c ;0
;-

~
 

~
 

'" :.: ~ ~ ~ ~ 



R
es

ul
ts

 
T

yp
e 

o
f 

eq
ui

li
br

iu
m

 
-

fi
rs

t 
pe

ri
od

 
S

ep
ar

at
in

g 
P

oo
li

ng
 

P
oo

li
ng

 o
r 

P
oo

li
ng

, 
P

oo
li

ng
, 

Po
ol

in
g,

 
se

pa
ra

ti
ng

 
se

pa
ra

ti
ng

 o
r 

se
pa

ra
ti

ng
 o

r 
se

pa
ra

ti
ng

 o
r 

se
m

i-
po

ol
in

g 
se

m
i-

po
ol

in
g 

se
m

i-
po

ol
in

g 

-
se

co
nd

 p
er

io
d 

S
ep

ar
at

in
g 

P
oo

li
ng

 
S

ep
ar

at
in

g 
S

ep
ar

at
in

g 
S

ep
ar

at
in

g 
S

ep
ar

at
in

g 

C
ro

ss
-s

ub
si

di
za

ti
on

 
be

tw
ee

n 
~
 

-
ty

pe
s 

N
o 

Y
es

 i
n 

bo
th

 
Y

es
 i

n 
bo

th
 

Y
es

 i
n 

bo
th

 
Y

es
 i

n 
fi

rs
t 

Y
es

 i
n 

bo
th

 
~
 

pe
ri

od
s 

pe
ri

od
s 

pe
ri

od
s 

pe
ri

od
 

pe
ri

od
s 

~
 

-
co

nt
ra

ct
s 

N
o 

N
o 

Y
es

 i
n

 b
ot

h 
Y

es
 i

n 
bo

th
 

N
o 

Y
es

 i
n 

bo
th

 
;:"l

 
~
 

pe
ri

od
s 

pe
ri

od
s 

pe
ri

od
s 

~
 

T
em

po
ra

l 
pr

of
it 

pa
tt

er
n 

H
ig

hb
al

li
ng

 
L

ow
ba

ll
in

g 
L

ow
ba

ll
in

g 
L

ow
ba

ll
in

g 
H

ig
hb

al
li

ng
 

H
ig

hb
al

li
ng

 o
r 

~
 

~
 

lo
w

ba
ll

in
g 

.....
 -. c 

C
on

su
m

er
 l

oc
k-

in
 

N
o 

Y
es

 
Y

es
 

Y
es

 
N

o 
Y

es
 w

he
n 

;:os
 -. 

lo
w

ba
ll

in
g 

;:os
 ~
 

E
qu

il
ib

ri
um

 e
xi

st
en

ce
 

qH
 ~
 q
~S
 

N
o 

N
as

h 
qH

 ~
 q
~S
 

Fo
r 

qH
 ~
 q
~C
 (
>q

~s
) 

F
or

 q
H 
~
 q
~S

 
'v'

qH
 

r..
, 

:;::
: 

( s
uf

fi
ci

en
t 

eq
ui

li
br

iu
m

 
(s

uf
fi

ci
en

t 
( s

uf
fi

ci
en

t 
(s

uf
fi

ci
en

t 
fo

r 
a 

N
P

B
E

 
i:l 

co
nd

it
io

n 
co

nd
it

io
n 

fo
r 

a 
co

nd
it

io
n 

fo
r 

a 
co

nd
it

io
n 

fo
r 

;:os
 
~
 

fo
r 

a 
N

as
h 

N
PB

 s
ep

ar
at

in
g 

N
P

B
E

) 
a 

N
P

B
E

) 
~
 

eq
ui

li
br

iu
m

) 
eq

ui
li

br
iu

m
) 

~ * ~ ~ N
 ..- \0
 



220 Handbook of Insurance 

Concerning the interfirm communication, it is assumed in Fombaron (1997b), that 
companies learn about the risk characteristics of their insureds by observing claims 
records and contract choices, but will not share these private informations freely with 
rival firms. As a consequence, the rival firms do not have access to accident histories. 
However, they are assumed to observe in period 2 the contract any insured has chosen 
in period I. There are many ways to obtain verified information about the terms of 
a contract. The most elementary consists for insurers of requiring that any insured 
shows his precedent contrace9 (generally, the contractual agreement mentions at 
least the amount of premium and the level of coverage). With regard to the assump­
tion of asymmetric information about accident records between insurance market par­
ticipants, the following model is not different from those developed by Cooper and 
Hayes (1987), Kunreuther and Pauly (1985), Nilssen (1990) or Dionne and Doherty 
(1994). 

In Fombaron (1997b), a particular attention is paid to the value of informational 
asymmetry between competing insurers. When firms maximize, they take into account 
how their actions (i.e., their contract offers) affect over time the reactions of their 
rivals. So, each firm, in a monopolistic position in the second period, may act in a 
way to prevent the potential rivals to offer more appealing contracts than those offered 
to its clients. 

Solving the two-period model without commitment requires to use the concept 
of Nash Perfect Bayesian Equilibrium40 (NPBE). Given this notion of sequential equi­
librium, we work backwards and begin by providing a description of the Nash equi­
librium in the last period. 

In period 2, Co and Cn solve the following subprograms imposed by the con­
straints of sequential optimality, for S E {a, n} respectively where a means accident 
in the first period and n means no-accident: 

Problem 6 

CsEarg max L qis(Xi)n:(Cslpi) 
i~H.L 

S.t. 

V(Cs I pJ z V(CjS I PJ i,j = H,L, i::t j 

V(CsIPi)ZV(Crlpi) i=H,L 

where posterior beliefs41 are defined by 

39 For a more detailed argumentation of information sharing, see Kunreuther and Pauly (1985) and 
D'Arcy and Doherty (1990). 

40 This concept implies that the set of strategies satisfies sequential rationality given the system of beliefs 
and that the system of beliefs is obtained from both strategies and observed actions using Bayes' rule when­
ever possible. 

41 Put differently. q'a(x,) and q,ix,) are the probabilities at the beginning of the second period that, among 
the insureds having chosen the pooling contract in the first period, an insured belongs to the i-risk class if 
he has suffered a loss or no loss in the first period respectively. 
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k=H,L 

i = H,L. 

k=H,L 

For given beliefs, the second-period optimization subprogram is similar, in some 
sense, to a single-period monopoly insurance model with adverse selection (Stiglitz, 
1977, in section 7.3.2) for a subgroup of insureds and where no-switching constraints 
correspond to usual participation constraints. Indeed, in the absence of commitment 
and because of informational asymmetries between insurers, each informed firm can 
use his knowledge on his old insureds to earn positive profits in the second period. 
However, this profit is limited by the possibility that old insureds switch to another 
company at the beginning of the second period. Contrary to a rival company, a firm 
which proposes sets of contracts in the second period to his insureds can distinguish 
among accident-groups on the basis of past accident observations. Each company 
acquires over time an informational advantage relative to the rest of competing firms 
on the insurance market. 

Formally, er represents the best contract a rival uninformed company can offer 
to i-risk type. In other words, qc describes the switching opportunities of any insured 
i at the beginning of period 2. Clearly, since contract choices are observable by rival 
firms, qe depends on Xi' If no high risk self-selects in period 1, such that all high 
risks are pooled with low risks, the observation of contract choices does not reveal 
information on individual risk-types and, as a consequence, ere = e~s. At the other 
extreme case, when the first-period contracts are fully separating, the contract choice 
reveals individual risk-types to any insurer on the insurance market and ere will be a 
first-best contract erE. 

The PBE of the complete game is a sequence of one-period contracts (e7, e!, 
e~) for every i = H, L, such that: 

Problem 7 

(e.* ,C!,C:) E arg max V(eL IpL)+O[PLV(& I pr) +0 - pdV(eLn I pr)] 
(C; ,Co ,Cn ) 

s,t. 
xJI+o)V(CRS IPi) +0 - xJ[V(C IpJ + o(p;V(Go I Pi )+0 - pJV(c::.1 Pi ))] 

:2: V(C; I pJ + O(p;v( e-: I Pi) + (1- Pi)V (C;n I pJ) 

i~L qi (xJ1t (C I pJ + 0 L~L qia(XJ1t (Go I Pi) + i~L qin(Xi)1t (C" I Pi)];::: 0 

where Ca , eLn solve Problem 6 for S = a, n respectively. 
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Problem 7 provides the predictions summarized in Proposition 12. 

Proposition 12. In the presence of private information, each company may increase 
the individuals welfare by offering two contracts, a sequence of one-period 
contracts and a multiperiod contract without commitment having the following 
characteristics: 

1) Both high and low-risk classes obtain partial insurance coverage in each period 
and are experience rated: V( Cfa I p;) ~ V( Ci" I p;), i = H, L; 

2) High-risk are indifferent between a mix of a sequence of Rothschild Stiglitz con­
tracts and the multiperiod contract, also subscribed by low-risk individuals: 

xHO +o)V(C~SIPH) +0- XH )V(C1*lpH) = V(Cl*IPH) 

and the low-risks strictly prefer the multiperiod contract: 

V(Cl*lpd>xL(l+o)V(C{S Ip,)+(1-XL)V(cl*IPL), XL E[O, 1]; 

3) High and low-risk individuals obtain a consumer surplus: 

v(cr I Pi) > 0 +o)V(CO I pJ, i = H,L; 

4) Aggregate expected profits earned on the multiperiod contract increase over time: 

L qJxi)1t(C*lpi) < L L qiS(Xi)1t(C~lpi)' 
i=H,L i=H,L s=a,n 

Concerning the existence property, it can be shown that a Nash Perfect Bayesian 
Equilibrium exists for some values of parameters (i.e., for every qH such that qH ~ q!fc 

(> q~S) where NC is for no commitment). As a consequence, the existence property 
of equilibrium is guaranteed for a set of parameters smaller than in the static 
model. 

Similar assumptions on commitment and observations of individuals accident 
history explain that Nilssen (1990) and Fombaron (1997b) obtain similar predictions 
on lock-in (each firm earns a positive expected profit on its old customers since it 
controls information on past experience42). Moreover, different assumptions on 
allowed strategies (only pure strategies are played by insureds in Nilssen while in Fom­
baron, insureds are allowed to randomize between contracts), obviously lead to dif­
ferent properties of equilibrium in terms of existence (see Table 1). 

Finally, in order to evaluate the effects of a regulatory law about interfirm com­
munication, Fombaron (1997b) considered the extreme polar situation in which a reg­
ulatory law constrains insurers to make public records data such that rival firms do 
have access to all accident records. If competing firms have identical knowledge about 
insureds risks over time, no experience rating is sustainable in equilibrium and 

42 Cromb (1990) considered the effects of different precommitment assumptions between the parties to 
the contract on the value of accident history. Under fully binding contracts, the terms of the contract depend 
only on the number of accidents over a certain time horizon while under other assumptions (partially 
binding and no binding) the timing of accidents becomes important. 
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allocative inefficiency results from dynamic contractual relationships. The "too large" 
amount of revealed information is shown to destroy efficiency and existence of 
dynamic equilibria. In contrast, as we saw, when rival firms do not have access to acci­
dent records, equilibrium involves experience-rating and dynamic contracts achieve 
second-best optimality, since informational asymmetries between competing firms 
make cross-subsidization compatible with Nash equilibrium. As a consequence, 
insureds are always better off when accidents remain a private information.43 The next 
section is devoted to an analysis of multi period contracts under an intermediary level 
of commitment from insurers. 

7.4.4 Commitment and Renegotiation 

Dionne and Doherty (1994) introduced the phenomenon of renegotiation in long term 
relationships in insurance markets. Two-period contracts are considered where 
insureds can leave the relation at the end of the first period and insurer is bound by a 
multiperiod agreement. The difference with Cooper and Hayes' model appears in the 
possibility of renegotiation. Indeed, insurers are allowed to make a proposition of 
recontraction with their insureds which can be accepted or rejected. In other words, 
parties cannot precommit not to make Pareto-improving changes based on informa­
tion revealed at the end of the first period. As shown in Dionne and Doherty 
(1994), the Cooper and Hayes' solution is not renegotiation-proof. This means that 
sequential optimality fails since parties' objectives change over time. If renegotiation 
cannot be ruled out, the company and its insureds anticipate it, and this will change 
the nature of the contracts. Thus, in order to ensure the robustness against renegotia­
tion procedure described above, we must impose either the constraint of pooling 
in the first period or the constraint of full insurance for both types in the second period 
in addition to standard constraints in Cooper and Hayes' optimization program. 
The new program can be written as Problem 7 except for the second-period constraints 
imposed by sequential optimality. Indeed, renegotiation-proof ness means that the 
second-period contracts are robust to Pareto-improving changes and not only for 
increasing the insurers' welfare. Consequently, second period contracts cannot 
be solved as a subprogram which maximizes expected profits of insurers. In contrast, 
they must solve, in the last period, a standard competitive program which optimizes 
the low-risks welfare (in each group a and n). Moreover, no-switching constraints 
must appear in these subprograms in a similar way than in the model without 
commitment. 

If we consider a general model in which all kinds of transfers are allowed 
(intertemporal and intertypes transfers), problem 6 can be rewritten in the context of 
semi-commitment with renegotiation as follows: 

4] In a context of symmetric incomplete information (see section 7.7.3), de Garidel (1997) finds also 
that accident claims should not be shared by insurers. 
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Problem 8 

c: E arg max V(e, I PL) for s = a,n 

S.t. 

L qi,(Xi)1t(eslpi)~1t, 
i=Ii.L 

V(e, I Pi) ~ V(er' I pJ i = H,L. 

Dionne and Doherty (1994) first show that fully separating strategies, once made 
robust to renegotiation, degenerates to an outcome which amounts to that of a repli­
cation of single-period contracts in terms of welfare, when insureds are bound in rela­
tionships. If insureds are allowed to quit their company at the end of period 1, the 
program includes, in addition, no-switching constraints and as a result of this more 
constrained problem, the outcome will be worse in terms of welfare relative to a 
sequence of static contracts without memory. This negative result on separating con­
tracts suggests efficiency will be attained by a partial revelation of information over 
time (as in no-commitment model). Dionne and Doherty then show that the solution 
may involve semi-pooling in the first period followed by separated contracts. 
They show that the equilibrium is fully separating when the discount factor is low and 
tends to a pooling for large discount factors. Moreover, they obtain a highballing con­
figuration of intertemporal profits, contrary to the lowballing prediction resulting from 
models without commitment. Thus, commitment with renegotiation provides the same 
predictions than those in Proposition 12 except for the fourth result that 

becomes: L q;(x;)1t(etlpi» L L q;S(Xi)1t(ei~lpi)' 
i=H,L i=H,L s=a,n 

However, if a more general model is considered (Fombaron, 2000), in which 
all kinds of transfers are allowed (intertemporal and interindividual transfers) and 
outside options are endogenous, results are different in some points of those 
obtained in Dionne and Doherty (see Table 1). More precisely, the configuration 
in equilibrium doesn't necessarily exhibit a decreasing profile of intertemporal 
profits for the company, so that the fourth result in Proposition 12 becomes here: 

L q,(xi)1t(c,*lp}~ L L qi,(X,)1t(ei~lpi)' 
i=H,L i=H,L s=a,n 

This means that the insureds' welfare optimization in period 2 (in models with 
commitment and renegotiation) instead the profits maximization (in models without 
commitment) doesn't necessarily rule out the possibility of lock-in. 

More importantly, it is possible to establish that a competitive insurance 
market has always an equilibrium. This result is due to the compatibility of cross-
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subsidization with equilibrium, as opposed to the result in static models. The eco­
nomic intuition can be the following: an additional instrument can serve to make rival 
offers less attractive. It consists for informed insurers of offering unprofitable con­
tracts in the second period. This instrument is possibly used in a case of commitment 
with renegotiation but can not be enforced in no-commitment situations. Endly, as in 
models without commitment, insureds are always better off when the information 
about accident records remains private, i.e., in a statutory situation where no regula­
tory law enforces companies to make public records data. 

Finally, the issue of consumer lock-in and the pattern of temporal profits should 
motivate researchers to undertake empirical investigations of the significance of 
adverse selection and of the testable predictions that permit discrimination between 
the competing models. To our knowledge, only two published studies have investi­
gated these questions with multi-period data and their conclusions go in opposite 
directions. D' Arcy and Doherty (1990) found evidence of lowballing which supports 
the non-commitment assumption while Dionne and Doherty (1994) obtained that a 
significant group of insurers in California used highballing a result that is more in the 
line of some form of commitment. It is interesting to observe that this group of insur­
ers attracts selective portfolios with disproportionate numbers oflow risks. This result 
reinforces the idea that some form of commitment introduces more efficiency. 

7.5 MORAL HAZARD AND ADVERSE SELECTION 

Although in many situations principals face adverse selection and moral hazard prob­
lems simultaneously when they design contracts, these two types of asymmetrical 
information have been given separate treatments so far in the economic literature on 
risk-sharing agreements. Both information problems have been integrated into a single 
model where all the parties of the contract are risk neutral (Laffont and Tirole, 1986; 
Picard, 1987; Caillaud, Guesnerie, Rey and Tirole, 1988; Guesnerie, Picard and Rey, 
1988). Although these models involve uncertainty, they are unable to explain arrange­
ments where at least one party is risk averse. In particular they do not apply to insur­
ance. More recently, some authors have attempted to integrate both information 
problems into a single model where the agent is risk averse. 

As already discussed by Dionne and Lasserre (1988) such an integration of both 
information problems is warranted on empirical grounds. Applied studies are still few 
in this area, but they will find it difficult to avoid considering both kinds of informa­
tion asymmetry. 

7.5.1 Monopoly and Multi-Period Contracts 

Dionne and Lasserre (1988) showed how it is possible to achieve a second-best allo­
cation of risks when moral hazard and adverse selection problems are present simul-
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taneously. While they draw heavily on the contributions of Rubinstein and Yaari 
(1983), Dionne (1983) and Dionne and Lasserre (1985), the integration of the two 
types of information problems is not a straightforward exercise. Since an agent who 
has made a false announcement may now choose an action that is statistically com­
patible with his announcement, false announcements may go undetected. They pro­
posed a contract under which the agent cannot profit from this additional degree of 
freedom. Under a combination of moral hazard and adverse selection, several types 
of customers can adopt different care levels so that they have identical expected losses. 
When this happens, it is impossible to distinguish those who produce an efficient level 
of care from the others on the basis of average losses. 

However, deviant behaviours can be detected by monitoring deviations from the 
mean. Thus the insurer's strategy can be written with more than one simple aggregate 
(as in Dionne and Lasserre, 1985, and Rubinstein and Yaari, 1983). In Dionne and 
Lasserre (1988) the principal has to monitor two aggregates, the average loss experi­
enced by a given agent and its squared deviation from the mean. However, it was suf­
ficient to get the desired result since in their model the information problem has only 
two dimensions. More generally, the insurer would have to monitor one moment of 
the distribution for each hidden dimension. 

Combining moral hazard with adverse selection problems in models which use 
past experience, might involve some synergetic effects. In the model presented in 
Dionne and Lasserre (1988), the same information required to eliminate either the 
moral hazard problem alone (Rubinstein and Yaari), or adverse selection alone 
(Dionne and Lasserre), is used to remove both problems simultaneously. A related 
subject concerns the efficient use of past information, and the allocation of instru­
ments, toward the solution of each particular information problem. For a long time, 
self-selection mechanisms have been proposed in response to adverse selection while 
nonlinear pricing was advocated against moral hazard. In one-period contracts both 
procedures used separately involve inefficiency (partial insurance) which can be 
reduced by the introduction of time in the contracts. Dionne and Lasserre showed that 
self selection may help solve moral hazard problems, as well as adverse selection 
problems. We will now discuss how the use of two instruments may improve resource 
allocation and welfare when both problems are present simultaneously in single­
period competitive contracts. 

In a static model which can be considered as a special case of the Dionne and 
Lasserre (1988) model, Chassagnon (1994) studies the optimality of a one-period 
model when both problems are present simultaneously. Three results are of interest in 
this paper: 1) the Spence-Mirlees propriety is not always verified. Indifference curves 
may have more than one intersection points; 2) contrarily to the Stiglitz (1977) model 
where the low risk individual may not have access to any insurance coverage, in Chas­
sagnon model, there are configurations (in particular, the configuration du pas de 
danse) where all agents obtain insurance; finally, 3) both types of agents may receive 
a positive rent according to their relative number in the economy. 
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The model is specific in the sense that the accident probabilities keep the same 
order when the effort level is the same. Suppose that there are only two levels 
of efforts that characterize the accident probabilities of type i: Pi < Pi, i = H, L. In 
Chassagnon model, PH > PL and PH > PL while PH can be lower-than Pr. In fact the 
effect of introducing- monll hazard in the pure p-rincipal-agent one becomes interest­
ing when the high risk individual is more efficient in care activities than the low risk 
individual. Otherwise, when PH > PL, the results are the same as in the pure adverse 
selection selection model where only the H type receives a positive rent. 

7.5.2 Competitive Contracts 

One of the arguments often used to justify the prohibition of risk categorization is 
that it is based on fixed or exogenous characteristics such as age, race and sex. 
However, as pointed out by Bond and Crocker (1990), insurers also use other char­
acteristics that are chosen by individuals. They extended Crocker and Snow (1986) 
previous analysis of risk categorization in presence of adverse selection and exam­
ined the equilibrium and efficiency implications of risk categorization based on con­
sumption goods that are statistically related to individual's risks, which they termed 
"correlative products". 

Formally, their model introduces endogenous categorization in an environment 
characterized by both moral hazard and adverse selection. They show that, while there 
is a natural tension between the sorting of risk classes engendered by adverse selec­
tion and the correction of externalities induced by moral hazard, the use of risk clas­
sification improves efficiency in resource allocation. They also obtain that the sorting 
of risks based on correlative consumption may give a first-best allocation as Nash 
equilibria when adverse selection is not too severe and when the insurer can observe 
individual consumption of the hazardous good. 

This is particularly interesting as an alternative view of how firms, in practice, 
may overcome the nonexistence of Nash equilibrium problems. They then considered 
the case where the insurer cannot observe both the individual's consumption and the 
individual's characteristics. However, the planner can observe aggregate production 
of the good. They showed that taxation of the consumption good has now two roles 
(reduces moral hazard and relaxes self-selection constraints) that permit Pareto 
improvements. 

Cromb (1990) analyzed the simultaneous presence of moral hazard and adverse 
selection in competitive insurance markets and obtained that the addition of moral 
hazard to the standard Rothschild-Stiglitz (1976) model with adverse selection 
has qualitative effects on the nature and existence of equilibrium. Under certain 
circumstances the addition of moral hazard may eliminate the adverse selection 
problem but, more generally, it constitutes a new source of non-existence of a Nash 
equilibrium. 

Chassagnon and Chiappori (1995) also proposed an extension to the pure adverse 
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selection model in order to consider incentives or moral hazard: the individual's prob­
ability of accidents is no more completely exogenous; it depends on the agent's level 
of effort. In general, different agents choose different effort levels even when facing 
the same insurance contract. In fact the equilibrium effort level does not depend on 
the level of accident probability but on its derivative. Consequently, the H type may 
have more incentive to produce safety in order to have access to a low insurance 
premium but he may not have access to the efficient technology. 

As in Chassagnon (1994), indifference curves may intersect more than one time 
which rules out the Spence-Mirlees condition. As a result, when an equilibrium exists, 
it may corresponds to many Rothschild and Stiglitz equilibria, a situation that is ruled 
out in the pure adverse selection model. Consequently, the equilibria must be ranked, 
and the authors use the Hahn's concept of equilibrium to select the Pareto efficient 
equilibrium among the Rothschild-Stiglitz candidates. In the pure adverse selection 
world, both equilibrium concepts are equivalent. 

Another important conclusion is about the condition to obtain an equilibrium. It 
was shown in a previous section that a Rothschild-Stiglitz equilibrium exists if and 
only if there are enough high risk agents in the economy. When both problems are 
present simultaneously, this condition is no longer true. Depending on the parameters 
of the model, an equilibrium may exist whatever the proportions of agents of differ­
ent types; or may even fail to exist whatever the respective proportions. 

Finally, it is important to emphasize that the individual with the higher accident 
probability, at equilibrium, has always access to the more comprehensive insurance 
coverage, a conclusion that is shared by the standard model. However, here, this indi­
vidual is not necessarily of type H. This result is important for empirical research on 
the presence of asymmetrical information problems. 

7.6 ADVERSE SELECTION WHEN PEOPLE CAN 
CHOOSE THEIR RISK STATUS 

An interesting twist on the adverse selection problem is to allow the information status 
of individuals to vary as well as the risk status. A traditional adverse selection problem 
arises when individuals know their risk status but the insurer does not. What will 
happen in a market where some insureds know their risk status and others do not? 
The answer to this one depends on whether the information status is observed by the 
insurer. And a further variation arises when the uninformed insureds can take a test 
to ascertain their risk status. Whether they choose to take the test depends on the menu 
they will be offered when they become informed and how the utility of this menu 
compares with the utility of remaining uninformed. Thus, the adverse selection 
problem becomes entwined with the value of information. 

These questions are especially important in the health care debate. Progress in 
mapping the human genome is leading to more diagnostic tests and treatment for 
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genetic disorders. It is important to know whether the equilibrium contract menus 
offered to informed insureds or employees are sufficiently attractive to encourage 
testing. Morever, the policy debate is extended by considering laws that govern access 
of outsiders (such as employers and insurers) to medical records. For example, many 
laws require that medical records cannot be released to outsiders without the consent 
of the patient. 

7.6.1 A Full Information Equilibrium with Uninformed Agents 

The basic analysis will follow Doherty and Thistle, 1996a. This model uses fairly stan­
dard adverse selection technology and is illustrated with health insurance. However, 
further work by Hoy and Polborn, 1999, has shown that similar results can be derived 
in a life insurance market where there is no natural choice of coverage and where indi­
viduals can buy from many insurers. 

To start consider the simplest case in which there are initially three groups, unin­
formed, informed high risks and informed low risks which are labeled "U", "H" and 
"L" respectively. The contracts offered to each group will be labeled Cu, CH and CL' 
We assume that type U has a probability q H of being high risk; so we can rank the a 
priori loss probabilities as PH> Pu > PL. Now if insurers know the information and 
risk status of any individual (i.e., they know whether she is U, H or L) the equilib­
rium competitive contracts are the first best contracts ct, C~ and ci depicted in Figure 
6. Now this conclusion seems pretty obvious but there is a potential problem to be 
cleared before we can be comfortable with this equilibrium contract set. If all the unin­
formed chose to become informed, then the equilibrium contract set would contain 
only ct and C!. Thus, we must check when uninformed would choose to become 
informed and face a lottery over C~ and Ci (the former if the test showed them to be 
high risk and the latter if low risk). In fact, the decision to become informed and, with 
probability qH, receive policy C'J; and with probability qL, receive policy ci, is a fair 
lottery (with the same expected value as staying with ct) and would not be chosen 
by a risk averse person. This confirms that the full information equilibrium is ct, ct 
and ci. 

7.6.2 Sequential Equilibrium with Insurer Observing 
Information Status But Not Risk Type 

It is a short step from this to consider what happens when the information status is 
known to the insurer but not the risk status of those who are informed.44 For this, and 
remaining cases in this section, we will look for sequential Nash equilibria. In this 
case, the insurer can offer a full information zero profit contract ct to the uninformed 

44 This case may stretch plausibility a little since it is difficult to imagine an insurer being able to verify 
that someone claiming to be uninformed is not really an informed high risk. However, we will present the 
case for completeness. 
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and the normal Rothschild Stiglitz contracts, C~ and Ct* as shown again III 

Figure 6. The intuition for this pair is clear when one consider that the uninformed 
can be identified and, by assumption, the informed high risks cannot masquerade as 
uninformed. But to confirm this is the equilibrium contract set, we must be sure that 
the uninformed choose to remain so. Recall from the previous paragraph, that the 
uninformed would prefer to remain with ct than take the fair lottery of cZ and Ct. 
-Now C! would be strictly preferred by an informed low risk than the Rothschild 
Stiglitz policy Ct* (which has to satisfy the high risk self selection constraint). Thus, 
by transitivity, the uninformed would prefer to remain with ct than face the lottery 
of Cj; and Ct*. 

7.6.3 Sequential Equilibrium When Insurer Cannot 
Observe Information Status or Risk Type 

We now come to the more interesting case in which the information status of indi­
viduals cannot be observed. This raises the interesting possibility that people can take 
a test to become informed and, if the news is bad, pretend they are uninformed. Since 
the insurer cannot observe information status, he has now way of separating these 
wolves in sheeps' clothing from the uninformed sheep. This presents a problem for 
the uninformed. In order to signal that they are really uninformed, and thus avoid sub­
sidizing the high risks, they must accept a contract that would satisfy a high risk self 
selection constraint. This contract, CZ is shown in Figure 6. Suppose for the time being 
they accept this contract. Now what zero profit contract can be offered to the informed 
low risks. To prevent the uninformed buying a low risk contract, the latter must satisfy 
an uninformed risk self selection constraint and such a contract set is Cr. Now 
can this triplet, Cj;, C~, C;: be a equilibrium? The answer depends on the costs of 
information. 

If the uninformed could choose to stay at C~ or become informed and take a 
lottery over ct and CZ, what would they do. It turns out the value of the test is pos­
itive. Even though the test introduces more risk, there is a compensating factor which 
tips the balance in favor of the lottery. Remaining uninformed entails a real cost; 
policy CZ must bear risk to satisfy the high risk self selection constraint. Thus, the 
uninformed will remain so only if the cost of the test is sufficiently high. Accordingly 
the triplet cj;, C;, C;: can only be a Nash equilibrium if there are high costs of testing. 
If the test costs are low, we must consider another possible equilibrium. Suppose insur­
ers expected all the uninformed to take the test, but they could not observe risk status 
after the test. In that case the only pair satisfying the high risk self selection constraint 
is the Rothschild Stiglitz pair, ct and Ci*. It is fairly straightforward to show that, 
if the uninformed remained so, she would choose Ct* over cj;. Thus the choice for 
the uninformed is to keep ct * valued without knowledge of risk type, or face a lottery 
between Cj; (valued with full information of high risk type) and ci* (valued with 
knowledge of low risk status). It turns out that the value of this lottery is zero. Thus, 
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if the cost of information was zero, and using a tie breaker rule, the uninformed would 
take the test and the pair, ct, ci* is a sequential Nash equilibrium. But with any pos­
itive cost for the test, then this cannot be an equilibrium. 

We can now summarize. If the costs of information are sufficiently high, there 
is a sequential equilibrium set ct, G;, Cf. If the information costs are positive but 
below this threshold, then no sequential Nash equilibrium exists. Finally, there is a 
knife edge case with an equilibrium of ct, ci* which exists only with zero cost of 
information. 

7.6.4 The Case of Consent Laws 

One of the interesting policy applications of this analysis is consent laws. Many states 
have enacted laws governing the disposition of information from genetic (and other 
medical) tests. The typical law allows the patient to choose whether to divulge infor­
mation revealed by the test to an employer or insurer. This issue was considered by 
Tabarrock (1994) who suggested that consent laws would encourage people to take 
the test. This was examined further by Doherty and Thistle, 1996b, who derive alter­
native Nash equilibria under consent laws. The principal feature of their analysis is 
that informed low risks can verify their low risk status by presenting the results of the 
test. Contrary, informed high risks will conceal their identity, i.e., withhold consent. 
This leads to a potential equilibrium containing policies of the set A == {ct, G;, Cn 
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or set B == {C'li, en. For B to be an equilibrium, the uninformed must choose to take 
a diagnostic test when faced with this contract menu. The value of information, I(B), 
turns out to be positive and this can only be an equilibrium if the information value 
exceeds it the cost of the diagnostic test, c. The other possible equilibrium, A, can 
only hold if the uninformed remain so. Since the value of information, also is posi­
tive, the equilibrium can only hold if the cost of the test is sufficiently high to dis­
courage testing, leA) < c. Thus, the possible equilibria are A if the cost of the test 
is sufficiently high and B if the cost of the test is sufficiently low. There are possible 
situations where no Nash equilibrium exists or where there are multiple equilibria. 
Summarizing: 

leA) < c < I(B) multiple equilibria, A and B 
c < leA), I(B) equilibrium set is B 
leA), I(B) < c equilibrium set is A 
leA) < c < I(B) no Nash equilibrium exists. 

7.6.5 Moral Hazard, Public Health and AIDS Testing 

If account is taken of the costs and benefits to patients of potential use of informa­
tion in insurance markets when consent laws are in place, the value of information is 
positive and insurance markets can be concluded to encourage testing. Whether people 
actually take medical tests also depends on the costs of those tests and these costs are 
critical in determining which, if any, Nash equilibrium exists. One can generalize hear 
and talk not simply of the costs of the test but also of other benefits. Quite obviously, 
testing yields a medical diagnosis which can be useful in treating any revealed con­
dition. In general we would expect this option for treatment to have a positive private 
and social value (see Doherty and Posey, 1998). Accounting for the private value of 
this option has the same effect as lowering the cost of the test and tends to favor the 
equilibrium contract set B in which all people take the test. But this opens up the 
wider issue of other costs and benefits to acquiring information of risk status. 

The result that insurance markets tend to raise the private benefit from testing 
may be reassuring to those interested in public health who normally consider testing 
for diseases such as AIDS and inherited disorders to be socially beneficial. An inter­
esting twist on this literature concerns the case of AIDS testing. Several studies have 
analyzed behavioral choices in sexual activities and their effect on the transmission 
of AIDS and the effectiveness of public health measures (Castillo-Chavez and 
Hadeler, 1994 and Kremer, 1996). But of particular interest here is the work of 
Philipson and Posner, 1993. They examine the effect of taking AIDS test on oppor­
tunities to engage in high risk sexual activity. Without going into detail, the point can 
be made by recognizing that people might take the test to verify their uninfected status 
so they can persuade partners to engage in high risk sexual activity. Without such cer­
tification, they may have been unable to secure partners for high risk sex. While this 
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is only one part of their analysis, it is sufficient to illustrate their point that AIDS 
testing can conceivably increase the spread of the disease. But, in spite of the possi­
ble social costs to testing, it also shows there are private benefits to diagnostic tests 
since they expand opportunities for sexual trade. 

This works tends to tilt the previous analysis of insurance equilibrium at least 
for the case of AIDS testing. The insurance equilibrium required a comparison of the 
costs of testing with the value of (insurance) information revealed by the test. The 
work of Philipson and Posner, 1993, gives an exogenous private benefit to testing. 
Such a private benefit is the same as a lowering of the cost of testing. Accordingly, it 
creates a bias in favor of those equilibria in which all individuals are fully informed 
of their risk status; i.e., contract set B. 

7.7 CONCLUDING REMARKS: EXTENSIONS TO 
THE BASIC MODELS 

7.7.1 Risk Categorization and Residual Adverse Selection 

Adverse selection can explain the use of risk categorization in insurance markets 
based on variables that procure information at a low cost (Hoy, 1982). For example, 
in automobile insurance, age and sex variables are significant in explaining probabil­
ities of accidents and insurance premia (Dionne and Vanasse, 1992, Puelz and Snow, 
1994). Particularly, young male drivers (less than 25) are much more risky to insure 
than the average driver. Since it is almost costless to observe age and sex, an insurer 
may find it profitable to offer policies with higher premiums to young males. However, 
such categorization is now prohibited in some states and countries. For a survey on 
adverse selection and risk classification, see Crocker and Snow (2000). 

Dahlby (1983, 1992) provided some empirical evidence that adverse selection is 
present in the Canadian automobile insurance market. He also suggested that his 
empirical results are in accordance with the Wilson-Miyazaki-Spence model that 
allows for cross-subsidization between individuals in each segment defined by a cat­
egorization variable such as sex or age: low-coverage policies (low risks) subsidizing 
high-coverage policies (high risks) in each segment.45 This important statistical result 
raises the following question. Does statistical categorization enhance efficiency in the 
presence of adverse selection? In other words, can welfare be improved by using the 
public information on agents' characteristics (such that age and sex) in offering insur­
ance contracts in presence of adverse selection? Crocker and Snow (1985, 1986) 
showed that, if the observable variables are correlated with hidden knowledge, 
costless imperfect categorization always enhances efficiency where efficiency is 

45 However, Riley (1983) argued that the statistical results of Dahlby (1983) are also consistent with 
both the Wilson anticipatory equilibrium (1977) and the Riley reactive equilibrium (1979). Both models 
reject cross-subsidization. 
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defined as in Harris and Townsend (1981). Another important contribution in Crocker 
and Snow (1986) concerns the existence of a balanced-budget tax-subsidy system that 
provides private incentives to use costless categorization. It is important to notice that 
the corresponding tax is imposed to contracts and not to individuals. If a redistribu­
tion is operated from gains earned on the group in which low risks are predominant 
(old male drivers for example) to the group in which high risks are predominant 
(young male drivers), the classification always permits to elarge the set of feasible 
contracts. The reason is that the use of categorization relaxes the incentive compati­
bility constraints. As a result, with appropriate taxes, no agent loses as a result of cat­
egorization. The results are shown for the Wilson-Miyazaki-Spence equilibrium 
concept but can also sustain an efficient allocation in a Nash equilibrium with a tax 
system (Crocker and Snow, 1986). Finally, these conclusions can be applied to the 
Wilson anticipatory equilibrium or to the Riley reactive equilibrium, for some values 
of parameters, both with a tax system. It then becomes clear that prohibiting dis­
crimination on equity considerations imposes efficiency costs in insurance markets 
(such as automobile insurance where categorization based on age and sex variables is 
costless). 

In a recent empirical study, Dionne, Gourieroux and Vanasse (1997, 1998) (see 
also Gourieroux, 1999) showed that risk classification is efficient to eliminate adverse 
selection from the portfolio of an insurer, in the sense that there was no residual 
adverse selection in the portfolio studied. They concluded that the insurer was able to 
control for adverse selection by using an appropriate risk classification procedure. 
Consequently, no other self-selection mechanism inside the risk classes (such as the 
choice of deductible) is necessary to reduce the impact of adverse selection. See 
Chiappori (2000) and Dionne (2000) for more detailed analyses of methodologies to 
isolate information problems in insurance data and Richaudeau (1999) for an appli­
cation with a different data set. 

7.7.2 Different Risk Aversion 

Up to now, it was assumed that risk categories are determined up to the loss proba­
bility. However, residual asymmetric information between the insured and the insur­
ers could consist of attitude toward risk. Villeneuve (1998) explores the implication 
of assuming that differences in risk aversion combined with differences in accident 
probabilities create a multi-dimensional adverse selection problem where the equi­
librium allocation differs qualitatively from the classical results of Rothschild and 
Stiglitz (1976). Not only may positive profits be sustainable under several equilibrium 
concepts (Nash, Rothschild and Stiglitz, Wilson, Riley), but equilibria with random 
contracts are also possible. The former situation is more likely when low risk agents 
are more risk averse, wheras the latter is more likely when the low risk is less risk 
averse. Villeneuve explores precisely the origin of these phenomena. He gives neces­
sary and sufficient conditions on the comparison of risk aversions that either guaran­
tee or exclude atypical equilibria. 
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In a companion paper, Smart (1998) obtains similar results. In his model, indif­
ference curves of customers may cross twice: thus the single crossing property does 
not hold. When differences in risk aversion are sufficiently large, firms cannot use 
policy deductibles to screen high risk customers. Types may be pooled in equilibrium 
or separated by raising premiums above actuarially fair levels. This leads to excessive 
entry of firms in equilibrium. 

7.7.3 Symmetric Incomplete Information 

According to recent empirical studies which test the presence of adverse selection in 
automobile insurance markets (Chiappori and Salanie, 1997, and Dionne, Gourieroux 
and Vanasse, 1998), it seems that we can reject the presence of residual adverse selec­
tion. More precisely, even though there is some potential adverse selection on these 
markets, insurers are able to extract all information on risk type of individuals by the 
way of a very fine risk categorization. 

By focusing on these recent empirical results, de Garidel (1997) rejects the 
presence of initial asymmetries of information and on the contrary, assumes that 
information between insurers and insureds is incomplete, but initially symmetric (at 
the beginning of a two-period contract). He provides a dynamic competitive model in 
which, each agent, together with his initial insurer, learns about his type 
through accidents. However, other insurers may not, depending on informational 
structures. 

In the absence of ex-ante adverse selection, he shows that "(i) keeping informa­
tion about accident claims private is welfare-improving, (ii) such a policy does not 
jeopardize the existence of an equilibrium, and (iii) this equilibrium exhibits both 
bonus and malus". Thus, in a two-period model, adverse selection arises endogenously 
through differentiated learning about type and leads to reconsider the widespread idea 
according to which competition in markets with adverse selection may be undesir­
able. Indeed, de Garidel shows that it is welfare-enhancing to produce adverse selec­
tion of this kind. 

7.7.4 Principals more Informed than Agents 

In the literature on decentralized markets under asymmetric information it is com­
monly assumed that the uninformed party possesses all the bargaining power. This is 
also the usual assumption of insurance models, whereas it is often argued that com­
panies may be more able to assess the risk of an individual than this individual himself 
can. The paper by Bourgeon (1998) reverses this usual assumption, giving the 
relevant information to the insurers, in addition of the bargaining power. Under 
this hypothesis, the insurers' activity is not only to sell a particular good or service 
but also to produce a diagnosis of the buyers' needs. This is the case in some insur­
ance markets, including health, where the sellers appear as the experts in the 
relationship. 
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Assuming risk-averse buyers and risk-neutral sellers, the focus of Bourgeon 
model is on symmetric steady state equilibria of the market game. The only candi­
dates for equilibria are semi-separating ones, i.e., equilibria where the buyers carry­
ing the good state of nature are partially pooled with the low state ones. The reason 
that invalidates separating equilibria is simply that they violate the sellers' incentive 
constraints: Assuming a separating equilibrium, the equilibrium contracts involve a 
full coverage of the damages, which are the same in both states accident and no­
accident. The only difference between these contracts is thus the premium, which is 
higher for tne high-risk individuals. A seller would thus increase his profit by offer­
ing the high-risk contract to a low-risk buyer. A pooling equilibrium cannot occur 
because of a trickier reason related to the (limited) monopoly power of sellers: 
Knowing that her competitors propose a pooling contract, a seller offers a contract 
corresponding to the buyer's reservation value. But since the contract is pooling, the 
buyer cannot revise his beliefs and his reservation value is unchanged since his 
entrance in the market. Consequently, he has no reason to begin a time-consuming 
search and therefore, the market shuts down. If an equilibrium exists, it thus entails 
a search, which is long-lasting for all buyers carrying a bad state: Sellers always 
propose high-risk contract, but since there is a chance that the buyer's risk is low, he 
visits several sellers before accepting this contract. Moreover, he is never convinced, 
and consequently sellers charge a lower price than they would charge if the buyer 
knew the true information. The informational asymmetry is thus advantageous to the 
high-risk individuals, because they are not charged the entire risk premium corre­
sponding to this state. When choosing a contract for a low-risk, a seller balances 
between offering the contract for low-risks, which is certain to be accepted by the 
buyer but gives small profits, and offering a high-risk contract, which is accepted only 
by some of the buyers but is more profitable. 

In a static approach, Fagart (1 996b ) explores a competitive market of insurance 
where two companies compete for one consumer. Information is asymmetric in the 
sense that companies know the value of a parameter ignored by the consumer. The 
model is a signalling one, so that insureds are able to interpret offered insurance con­
tracts as informative signals and may accept one among these offers or reject them. 
The features of the equilibrium solution are the following: the information is sys­
tematically revealed and profits are zero. 

Villeneuve (1999a) studied the consequences for a monopolistic insurance firm 
of evaluating risk better than customers under the adverse selection hypothesis 
reversed. In a more general model (Villeneuve, 1999b), he suggests that information 
retention and inefficiency have to be expected in many contexts. Particularly, in a com­
petitive insurance market, he shows that neither revelation of information nor effi­
ciency are warranted, and that the surplus may be captured by some insurers rather 
than the consumers. Thus, in his model, the classical predictions of Rothschild and 
Stiglitz are reversed: types may be pooled, the high risk consumers may remain 
without insurance or obtain partial coverage, and profits are not always zero. The key 
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argument is that the way consumers interpret offers may refrain competitive behavior 
in the ordinary sense. 

7.7.5 Uberrima Fides 

An insurance contract is under uberrima fides when an insured makes a full disclo­
sure of all facts pertaining to his risk that are known to him ex-ante. Under this type 

of arrangement, the insurer asks questions about the individual risk at the signature 
of the contract, but keep the right to investigate the truth only when the claim is made, 
in order to reduce the audit costs. If the answers are found to be false, the insurer can 
refuse to pay the claim. This scheme provides a new way to select low risks at a lower 
social cost than the Rothschild-Stiglitz one. Some life insurers used individuals dec­
larations about their smoking behavior in order to set insurance prices. In fact, Dixit 
(2000) shows that uberrima fides is Pareto-improving when compared to Rothschild­
Stiglitz equilibrium. 

7.7.6 Adverse Selection with Multiple Risks 

Fluet and Pannequin (1997) consider two situations: one where insurers offer com­
prehensive policies against all sources of risk (complete insurance) and where differ­
ent risks are covered by separate policies (incomplete contracts). In the second case, 
they analyse the possibility that the insurer has perfect information about the cover­
age of other risks by any insurer in the market. They show that, when market condi­
tions allow for bundling (getting information to protect insurers against undesirable 
risks), the low risk individual in a particular market (or for a particular source of risk) 
does not necessarily buy partial insurance in that market as in the Rothschild and 
Stiglitz model. 

Their analysis emphasizes the trade off between bundling and spanning. 
Multiple-risk contracts allow for perfect spanning (take into account of correlations 

between different risks) and for perfect bundling (take into account of all informa­
tions available to the insurers) while single contracts with imperfect information on 
contract choice for other risks are dominated since they do not permit risk diversifi­
cation and information sharing. They show that the former is the more efficient which 
confirms the practice by insurers in many countries. 
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Abstract 
Risk Classification is the avenue through which insurance companies compete in order 
to reduce the cost of providing insurance contracts. While the underwriting incentives 
leading insurers to categorize customers according to risk status are straightforward, 
the social value of such activities is less clear. This chapter reviews the literature on 
risk classification, and demonstrates that the efficiency of permitting categorical 
discrimination in insurance contracting depends on the informational structure of 
the environment, and on whether insurance applicants become informed by the 
classification signal. 

Keywords: Risk categorization, classification, informational asymmetry, informa­
tion, insurance. 
JEL Classification Numbers: D82, G22. 

8.1 INTRODUCTION 

The efficiency and equity effects of risk classification in insurance markets have 
been a source of substantial debate, both amongst economists and in the public 
policy arena.' The primary concerns have been the adverse equity consequences 
for individuals who are categorized unfavorably, and the extent to which risk 
classification enhances efficiency in insurance contracting. While adverse equity 
effects are endemic to any classification scheme that results in heterogeneous 
consumers being charged actuarially fair premiums, whether such classification 

I See Crocker and Snow (1986) for references to U.S. Supreme Court rulings disallowing gender-based 
categorization in pensions, and to discussions of the laws and public policies related to categorization 
practices. Tabarrok (1994) provides further references to the policy and popular debate on categorical 
discrimination. 
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enhances market efficiency depends on specific characteristics of the informational 
environment. 

In this contribution we set out the theory of risk classification in insurance 
markets and explore its implications for efficiency and equity in insurance con­
tracting. Our primary concern is with economic efficiency and the role of risk 
classification in mitigating the adverse selection that arises when insurance appli­
cants are better informed about their riskiness than insurers. We are also interested 
in the role of classification risk, that is, uncertainty about the outcome of a 
classification procedure. This uncertainty imposes a cost on risk averse consumers and 
is thus a potential cause of divergence between the private and social value of infor­
mation gathering. In addition, the adverse equity consequences of risk classification 
bear directly on economic efficiency as they contribute to the social cost of 
classification risk. 

8.2 RISK CLASSIFICATION IN THE ABSENCE OF 
HIDDEN KNOWLEDGE 

We begin by considering as a benchmark the case in which both insurers and insur­
ance applicants are symmetrically uninformed about the applicants' propensities for 
suffering an insurable loss. 

8.2.1 Homogeneous Agents 

Formally, the insurance environment consists of a continuum of risk averse consumers, 
each of whom possesses an initial wealth Wand may suffer a (publicly-observed) loss 
D with known probability p. Each consumer's preferences are represented by the von 
Neumann-Morgenstern utility function U(W), which is assumed to be strictly increas­
ing and strictly concave, reflecting risk aversion. 

A consumer may purchase insurance against the loss by entering into a contract 
C == (m, I), which specifies the premium m paid to the insurer and the indemnification 
I received by the insured when the loss occurs. A consumer's expected utility under 
the insurance contract C is given by 

V(p, C) == pU(WD ) + (1- p)U(WN ), (1) 

where WD == W - m - D + I and WN == W - m denote the consumer's state-contingent 
wealth levels. The expected profit of providing the insurance contract C is given by 

n(p, C) == m - pl. (2) 

In order to be feasible, a contract must satisfy the resource constraint 
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'ftCp, C)~ 0, (3) 

which requires that the premIUm be sufficient to cover the expected insurance 
indemnity. 

In this setting, an optimal insurance contract is a solution to the problem of 
maximizing (1) subject to the feasibility constraint (3), which results in full coverage 
for losses (/ = D) at the actuarially fair premium (m = pD). This contract, which is 
depicted as F in Figure 1, is also the competitive equilibrium for an insurance market 
with free entry and exit when all consumers have the same (publicly observed) 
probability p of suffering loss. 

8.2.2 Classification with Heterogeneous Agents 

We now turn to the case in which both insurers and insurance applicants have access 
to a costless and public signal that dichotomizes applicants into two groups. After the 
signal has been observed, a proportion A of the agents are known to be high risk with 
probability pH of suffering the loss, while 1 - A are low risk with loss propensity pL, 

where pH> pI, and p = ApH + (1 - A)pL. When each individual's type (pH or pL) is pub­
licly observable, insurers in a competitive market equilibrium offer full coverage 
(/ = D) to all consumers, and charge the actuarially fair premium mt = ptD appropri­
ate for the pt-types. These contracts are depicted as H* (L*) for pH_types (pL-types) 

in Figure 1. 
Notice that competitive pressures force firms to implement risk classification 

based upon the insureds' publicly observed characteristic,pt. Any insurer attempting 
to offer a contract that would pool both high and low risks (such as F) recognizes that 
a competitor could offer a profitable contractual alternative that would attract only the 
low risks. The exodus of low risks caused by such cream-skimming would render the 
pooling contract unprofitable. 

The introduction of symmetric information about risk type accompanied by cat­
egorization based on this information increases the utility of some of the insured 
agents (low risks, who receive L *), but reduces the utility of others (high risks, who 
receive H*) relative to the pre-classification alternative (when both types receive F). 
From an efficiency perspective, however, the relevant question is whether the insureds 
expect to be better off when moving from a status-quo without information and risk­
based categorization to a regime with information and risk classification. If an indi­
vidual who is classified as a pt_type receives the contract C, then the expected utility 
of the insured in the classification regime is 

(4) 

where 0 == V(pi, C) for i E {H, L}. The corresponding resource constraint is 
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(5) 

requiring that premiums collected cover expected indemnity payments per capita. 
An efficient classification contract is a solution to the problem of maximizing 

(4) subject to (5), which turns out to be the pooling contract, depicted as F in 
Figure 1, and which provides full coverage at the pooled actuarially fair premium p 
D. The intuition behind this result is revealed in Figure 2, which illustrates the utili­
ties possibilities frontier for the classification regime as locus XFY. The concavity of 
XFY is dictated by the risk aversion of consumers, and movement along the frontier 
from X towards Y makes L-types (H -types) better (worse) off. From equation (4), we 
infer that the slope of an indifference curve for the expected utility of an insured con­
fronting classification risk, dV"ldVL, is -(1 - 'A)/'A. By the concavity of U and Jensen's 
inequality, the pool F is the unique optimum for the consumer anticipating risk 
classification. 

We conclude that the efficient contract in the classification regime ignores the 
publicly observed signal, and treats all insureds the same independently of their types. 
Put differently, when information is symmetric between insurers and insureds, uni-
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formed insureds prefer to remain uninformed if they anticipate that the information 
revealed will be used to classify the risks. The reason is that the pooling contract F 
provides full coverage against two types of risk, the financial risk associated with the 
occurrence of the loss state, and the classification risk faced by insurance applicants, 
who may find out that they are high risk. The competitive equilibrium contracts H* 
and L * satisfy the resource constraint (5) and, therefore, are candidate solutions for 
optimal classification contracts. However, while they provide complete protection 
from financial risk, they leave consumers wholly exposed to classification risk. Thus, 
insurers would use public information to classify insurance applicants, even though 
risk classification based on new information actually reduces efficiency in this setting, 
and is therefore undesirable. 

8.3 RISK CLASSIFICATION IN THE PRESENCE OF 
HIDDEN KNOWLEDGE 

We now turn to an environment in which the individuals to be insured all initially 
possess private information about their propensities for suffering loss, as in the 
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model introduced by Rothschild and Stiglitz (1976). Each consumer has prior hidden 
knowledge of risk type, pH or pL, but insurers know only that they face a population 
of consumers in which a proportion A (I - A) have the loss probability pH (pL). Given 
the nature of the informational asymmetry, in order to be attainable a pair of insur­
ance contracts (eH, eL) must satisfy the incentive compatibility (self-selection) 
constraints 

V(p" C) ~ V(p" C') for every 't, 't' E {H, L} (6) 

as a consequence of the Revelation Principle exposited by Myerson (1979) and Harris 
and Townsend (1981). 

In this informationally constrained setting, an efficient insurance contract can be 
characterized as a solution to the problem of maximizing the expected utility of low­
risk consumers V(pL, C·) subject to the resource constraint (5), the incentive con­
straints (6), and a utility constraint on the welfare of high-risk types 

(7) 

As discussed by Crocker and Snow (l985a), a solution to this problem yields full 
(partial) coverage for H-types (L-types); both the resource constraint (5) and the utility 
constraint (7) hold with equality; and the incentive constraint (6) binds (is slack) for 
high (low) risks. 

One element of the class of efficient contracts is depicted in Figure 3 as {(;H, (;L}. 
By construction, the locus FA depicts the set of contracts awarded to low risks that, 
when coupled with a full-insurance contract to which high risks are indifferent, 
satisfies the resource constraint with equality.2 Also depicted is the Rothschild-Stiglitz 
separating allocation (H*, A), which is the Pareto dominant member of the family of 
contracts that satisfy the incentive constraints (6) and the requirement that each type 
of contract break even individually. The Rothchild-Stiglitz allocation is not an element 
of the (second-best) efficient set unless the proportion of H-types (A) is sufficiently 
large. 

At this juncture, it is useful to elaborate on the differences between the efficiency 
approach that we have adopted in this chapter, and the equilibrium analyses that have 
characterized much of the insurance literature. The potential for the non-existence of 
a Nash equilibrium in pure strategies that was first observed by Rothschild and Stiglitz 

2 Even though the shape of the locus AF is ambiguous, concavity is guaranteed around F. Indeed, 
the slope of this locus (see Crocker and Snow (1986) page 448) is the right-hand side of condition (c) 

1..(1- H)U'(WL)+(l-A)(I- L)U'(WH) 
evaluated at 1) = 0: PIP 2 • Since we have WH = WH = WL = WL at F 

ApHU'(Wi)+(l-A)pLU'(Wn I 2 I 2 , 

A(l- pH)+O-A)(I- pL) 1-P 
the slope can be rewritten as follows: . This reduces to --, which is the slope 

ApH +(l-A)pL P 
of the aggregate zero-profit line. So the AF locus is tangent to the aggregate zero-profit line (see Dionne 
and Fombaron (1996». 
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is an artifact of the incentives faced by uninformed insurers who compete in the offer­
ing of screening contracts to attract customers. This result has spawned a substantial 
body of work attempting to resolve the nonexistence issue, either through the appli­
cation of non-Nash equilibrium concepts (Wilson (1977); Riley (1979); Miyazaki 
(1977)) or by considering alternative extensive form models of the insurance process 
with Nash refinements (Hellwig (1987); Cho and Kreps (1987)). Unfortunately, the 
insurance contracts supported as equilibrium allocations generally differ, and depend 
on the particular concept or extensive form being considered. 

In contrast, the characterization of second-best efficient allocations that respect 
the informational asymmetries of the market participants is straightforward. The 
model is that of a social planner guided by the Pareto criterion, and who has the power 
to assign insurance allocations to the market participants.3 While the planner is 
omnipotent, in the sense of having the ability to assign any allocation that does not 
violate the economy's resource constraints, it is not omniscient, and so is constrained 

3 Both Harris and Townsend (1981) and Myerson (1979) have demonstrated that no alternative organi­
zation of the economy's allocation process can dominate the allocations attainable by a social planner. 
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to have no better information than the market participants.4 Hence, the issue of how 
firms compete in the offering of insurance contracts does not arise, since the social 
planner assigns allocations by dictatorial fiat subject to the (immutable) informational 
and resource constraints of the economy. This exercise permits an identification of the 
best outcomes that could, in principle, be attained in an economy. Whether any par­
ticular set of equilibrium mechanics can do as well is, of course, a different issue, and 
one that we consider in more detail in Section 8.5 below. 

Finally, as we close this section, notice that risk classification, accomplished 
through self-selection based on hidden knowledge of riskiness, is required for efficient 
contracting in this environment. Specifically, with the exception of the first-best 
pooling allocation F, all efficient allocations are second best, as they entail costly sig­
naling by low-risk types. These consumers retain some risk by choosing a contract 
that incorporates a positive deductible, but in so doing they are best able to exploit 
opportunities for risk pooling given the potential adverse selection of low-risk con­
tracts by high-risk consumers. 

8.3.1 Categorization Based on Immutable Characteristics 

We suppose for the purposes of this section that consumers differ by an observable 
trait that is immutable, costless to observe, and correlated with (and, hence informa­
tive about) the unobservable risk of loss. Examples of such categorizing tools are 
provided by, but not restricted to, an insured's gender, age or race, which may be 
imperfectly correlated with the individual's underlying probability of suffering a loss. 
The interesting question is whether the information available through categorical dis­
crimination, which can be used by insurers to tailor the contracts that are assigned to 
insureds based upon their observable characteristics, enhances the possibilities for 
efficiency. 

In the first attempt to examine the implications of permitting insurers to classify 
risks in this environment, Hoy (1982) considered the effects of categorization on 
market equilibria. Since there was, and still is, little consensus on the identity of the 
allocations supported by equilibrium behavior, Hoy considered the pure strategy Nash 
equilibrium of Rothschild and Stiglitz, the "anticipatory" equilibrium of Wilson 
(1977), and the equilibrium suggested by Miyazaki (1977) which assumes anticipa­
tory behavior but permits cross-subsidization within an insurer's portfolio of con­
tractual offerings. Hoy found that the efficiency consequences of permitting risk 
classification were ambiguous, depending on the particular equilibrium configuration 
posited. The primary reason for this ambiguity is that, with the exception of the 

4 So, for example, in the efficiency problem just considered, the goal of the social planner is to maxi­
mize the expected utility of one arbitrarily selected agent (11") subject to the constraints of (i) not making 
the other agent worse off than a specified level of expected utility VH (V" ~ VH); (ii) the economy's resource 
constraint (5); and (iii) the informational constraints of the market participants (6). By varying jlH, the 
entire set of (second-best) efficient allocations may be determined. 
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Miyazaki equilibrium, none of the allocations supported by the equilibrium behaviors 
considered is guaranteed to be on the efficiency frontier. 5 Thus, a comparison of the 
equilibrium allocations pre- and post-categorization provides no insights regarding 
whether permitting categorization enhances the efficiency possibilities for insurance 
contracting. 

A more fruitful approach is explored by Crocker and Snow (1986), who compare 
the utilities possibilities frontier for the regime where categorization is permitted to 
the one in which it is not. Throughout the remainder of this section, we assume that 
each insurance applicant belongs either to group A or to group B, and that the pro­
portion oflow-risk applicants is higher in group A than in group B. Letting Ak denote 
the proportion of H-types in group k, we have 0 < AA < AB < 1, so that group mem­
bership is (imperfectly) informative. Assuming that a proportion W of the population 
berongs to group A, it follows that WAA + (1 - W)AB = A. 

Let Ck == (cf/, Cf) denote the insurance contracts offered to the members 
of group k. Since insurers can observe group membership but not risk type, the 
contractual offerings must satisfy separate incentive constraints for each group, that 
is, 

V(p T, Cn? V(p" Cn for all 't, 't' E {H, L} (8) 

for each group k E {A, B}. In addition, contracts must satisfy the resource constraint 

W[AA 1t(PH , Cn + (1- AA )1t(PL ,C;;)] + (1- W)[AB1t(PH ,C:) 

+ (I - AB )1t(PL , C~)]? 0, (9) 

which requires that the contracts make zero profit on average over the two groups 
combined. 

To demonstrate that risk categorization may permit Pareto improvements6 over 
the no-categorization regime, it proves useful to consider the efficiency problem of 
maximizing V(pL, C~) subject to the incentive constraints (8), the resource constraint 
(9), and the utility constraints 

5 Since Hoy was concerned with comparing equilibrium allocations in the pre- and post-categorization 
regimes, the pertinent efficiency issue-can be the winners from categorization compensate. in principle. 
the losers-was not considered. As Crocker and Snow (1986) demonstrate, the answer to this question, at 
least in the case of the Miyazaki equilibrium, is that they can. 

6 An actual Pareto improvement requires that at least one type of agent be made better off while no 
agents are made worse off. A potential Pareto improvement requires only that the winners from the regime 
change be able, in principle, to compensate the losers, so that the latter would be made no worse off from 
the move. As Crocker and Snow (l985b) have demonstrated, there exists a balanced-budget system of taxes 
and subsidies that can be applied by a government constrained by the same informational asymmetries as 
the market participants, and which can transform any potential Pareto improvement into an actual improve­
ment. In the discussion that follows, we will use the term "Pareto improvement" to mean "potential Pareto 
improvement", recognizing throughout that any potential improvements can be implemented as actual 
improvements. 
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V(p', C~)?: V(p" C') fon E{H, L}; and (10) 

(11) 

where C == «(;H, (;L) is an efficient allocation in the no-categorization regime. By con­
struction, we know that this problem has at least one feasible alternative, namely the 
no-categorization contract C which treats the insureds the same independently of the 
group (A or B) to which they belong. If C is the solution, then the utilities possibili­
ties frontier for the categorization and the no-categorization regimes coincide at C. 
However, if C does not solve the problem, then categorization admits contractual 
opportunities Pareto superior to C and the utilities possibilities frontier for the cate­
gorization regime lies outside the frontier associated with the no-categorization 
regime. 

Let () denote the Lagrange multiplier associated with the utility constraint (7) for 
the efficiency problem in the no-categorization regime, and let IlH be the multiplier 
associated with the incentive constraint (6) for 't = H. The following result is from 
Crocker and Snow (1986, p. 329). 

Result. Categorization permits a Pareto improvement to be realized over efficient 
contracts without categorization if and only if 

(12) 

For the inequality to hold, it is sufficient that 8 = 0, which necessarily obtains when­
ever the utility constraint, j7H, in (7) is set sufficiently low. When 8 > 0, the location 
of the utilities possibilities frontiers depends on the informativeness of the catego­
rization. When categorization is more informative, AA is smaller and the right hand 
side of (12) is larger. If categorization were uninformative (A = AA), then (12) could 
never hold, and if categorization were perfectly informative (AA = 0), then (12) would 
always be satisfied. Finally, the inequality can never hold when IlH = 0, which occurs 
when the incentive constraint (6) for the efficiency problem in the no-categorization 
regime is slack. Contract F is the only efficient contract for which the incentive con­
straint is slack, so that the utilities possibilities frontiers always coincide at F regard­
less of the degree of informativeness of the categorization. The relative positions of 
the utilities possibilities frontiers for the categorization and the no-categorization 
regimes for those in group A are depicted in Figure 4, while a similar diagram applies 
to those in group B. 

To evaluate the efficiency of categorization, we employ the Samuelson (1950) cri­
terion for potential Pareto improvement. Risk classification through a priori catego­
rization by insurers is defined to be efficient (inefficient) if there exists (does not exist) 
a utility distribution in the frontier for the no-categorization regime Pareto dominated 



Figure 4 

The Theory of Risk Classification 

F 

no-categorization 
frontier --....... 

255 

categorization 
frontier 

/ 

by a distribution in the frontier for the categorization regime, and there does not exist 
(exists) a distribution in the categorization frontier Pareto dominated by one in the 
no-categorization frontier. Since costless categorization shifts outward the utilities 
possibilities frontier over some regions and never causes the frontier to shift inward, 
we conclude that categorization is efficient. 

Crocker and Snow (l985b) show that omniscience is not required to implement 
the hypothetical lump-sum transfers needed to effect movement along a utilities pos­
sibilities frontier. Although the appropriate lump-sum transfers cannot be assigned 
directly to individual consumers, since their risk types are hidden knowledge, these 
transfers can be built into the premium-indemnity schedule so that insurance appli­
cants self-select the taxes or transfers intended for their individual risk types. In this 
manner, a government constrained by the same informational asymmetry confronting 
insurers can levy taxes and subsidies on insurance contracts to implement redistribu­
tion, while obeying incentive compatibility constraints and maintaining a balanced 
public budget. Our application of the Samuelson criterion is thus consistent with the 
informational environment. 

8.3.2 Categorization Based on Consumption Choices 

In contrast to categorical discrimination based on observable but immutable charac­
teristics, in many situations consumers use products, such as cigarettes or stodgy auto-
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mobiles, with the anticipation that such consumption will affect their opportunities 
for insuring. The actuarial relationship between the consumption of such a correla­
tive product and underlying risk may be the consequence of a direct causal link 
(smoking and heart disease) or merely a statistical relationship (people who drive 
stodgy automobiles are more likely to be careful drivers). In both cases, however, the 
observed consumption of a correlative product permits insurers to design contracts 
that mitigate the problems of moral hazard and adverse selection inherent in insur­
ance markets with private information. 

To analyze the efficiency effects of permitting insurers to classify applicants on 
the basis of their consumption choices, Bond and Crocker (1991) assume that con­
sumers' utility functions have the additively separable form 

U(W)+OC(x) (13) 

where Wand x are the consumer's wealth and consumption of the correlative product, 
respectively, and 0 is a taste parameter. There are two types of consumers distinguished 
by their taste for the correlative product 0 E {OH, OL} where Off > OL. The 
proportion of Off-types in the population is A. 

Each consumer faces two possible wealth states, so WD (WN) represents con­
sumption of other goods (that is, wealth net of expenditures on the correlative pro­
ductive) in the loss (no-loss) state. The probability of the loss state for a Ot-type 
consumer is pt(x), with ap'(x)/ax ;::: 0 and 1 ;::: pH(X) ;::: pL(X) ;::: 0 for every x. Thus, the 
consumption of the correlative product either affects directly, or may be positively 
correlated with, the potential for loss. While we restrict our attention to the case of 
hazardous goods whose level of consumption increases the probability of a loss 
(apt/ax> 0) or where the consumer's taste for the product is positively correlated with 
loss propensity (pff(X) > pL(X», consideration of other correlative relationships is 
straightforward. 

Under the assumption that consumers purchase the hazardous good x before the 
wealth state is revealed, the expected utility of a type Ot individual is 

(14) 

When the hazardous good is supplied by a competitive market at marginal cost c, the 
state-contingent wealth of an insured is now WN == W - m - cx and WD == W - m­
cx + J - D. The expected profit of providing the insurance policy {m, J} to a Ot-type 
agent who consumes x is 

nt(m, J, x) == m - pt(x)J. (15) 

A contract e == {m, I, x} determines the consumption bundle for the insured, and an 
allocation (eH , eL ) is a pair of contracts assigned to insureds based upon their types. 
Feasible contracts must satisfy the resource constraint 
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(16) 

which ensures that premiums are sufficient to cover expected indemnity payments per 
capita. 

When the insureds' taste parameters and the consumption of the hazardous good 
can be observed publicly, first-best allocations are attainable. In that event, an efficient 
allocation, denoted (CL*, CH*), is a solution to the problem of maximizing 0( CL) 

subject to (16) and a utility constraint on H-types, ~(CH) ;::: VH. An efficient alloca­
tion results in full insurance for (Wb == Wiv == W') for both types of agents, and con­
sumption levels for the hazardous good, x" that equate each type of consumer's 
marginal valuation of consumption with its marginal cost, that is, 

9'G'(x') 
----'---'- == c + Ddp'(X')jdx 
U'(W') , (17) 

Notice that the marginal cost of the hazardous good includes its production cost c as 
well as its marginal effect on the expected loss. 

The interesting case from the perspective of risk classification arises when con­
sumption of the hazardous good, x, is observable but the consumer's taste parameter, 
8, is private information. In this setting with asymmetric information, allocations must 
satisfy the incentive constraints 

V'(C')~V'(C") for all., .'E{H,L}. (18) 

This case is referred to as endogenous risk classification since the consumers' 
insurance opportunities may depend on their choices regarding consumption of the 
hazardous good. 

An efficient allocation is a solution to the problem of maximizing 0(CL) subject 
to ~(CH) ~ VH, the incentive constraints (18), and the resource constraint (16). There 
are two classes of solutions, which differ based on whether any of the incentive 
constraints (18) are binding. 

8.3.3 First-Best Allocations: A Pure Strategy Nash Equilibrium 

When the incentive constraints (18) do not bind at a solution to the efficiency problem, 
the efficient allocation provides full coverage to all individuals and charges actuari­
ally fair premiums p'(x')D that depend on the amount of the hazardous good con­
sumed (as determined by (17». The insurance premium offered is bundled with a 
consumer's observed consumption of the hazardous good, so that individuals are 
classified based upon their consumption choices for x, An efficient allocation in this 
case is depicted as (CH*, CL*) in Figure 5. 

The moral hazard aspect of hazardous goods consumption is reflected by the cur-
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vature of a consumer's budget constraint W = W - pt(x)D - ex, which reflects the fact 
that the risk of loss depends on consumption of the hazardous good, given dpt(X)/ 
dX *- O. The potential for adverse selection arises because the budget constraint for 
9H-types lies below that for 9L-types, since pH(X) > pL(X). In the special case where 
there is no adverse selection (pH(X) = pL(X)), the budget constraints of the two types 
of consumers coincide, and a first-best allocation solves the efficiency problem. Effec­
tively, the insurer levies a Pigovian tax based upon the observed consumption levels 
of the hazardous good, thereby forcing the insured to internalize the moral hazard 
externality. Introducing a small amount of private information still permits the attain­
ment of first-best allocations, as long as the difference in loss probabilities (pH(X) -
pL(X)) is not to great. 

It is easy to see that the first-best allocation (CH*, CL*) is necessarily a Nash equi­
librium in pure strategies whenever the incentive constraints (18) are not binding. This 
result provides an important insight concerning the desirability of permitting insurers 
to classify applicants on the basis of their consumption of goods that directly affect 
loss propensities. In the polar case, where the level of hazardous good consumption 

completely determines an individual's loss probability (so pH(X) = pL(X) == p(x)), 
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endogenous risk classification allows first-best allocations to be attained as Nash equi­
libria. Indeed, to disallow such categorization would cause a reversion to the typical 
adverse selection economy where the Nash equilibrium, if it exists, lies strictly inside 
the first-best frontier. 

Even in cases where endogenous risk classification is imperfect, so that some 
residual uncertainty about the probability of loss remains after accounting for con­
sumption of the hazardous good (pH(X) * pL(X», the pure strategy Nash equilibrium 
exists and is first-best efficient as long as the risk component unexplained by x is 
sufficiently small. Consequently, insurers may alleviate the problems of adverse selec­
tion in practice by extensively categorizing their customers on the basis of factors 
causing losses, which may partly offset the insureds' informational advantage and 
permit the attainment of first-best allocations as equilibria. 

8.3.4 Second-Best Allocations 

When incentive constraints are binding at a solution to the efficiency problem, an 
optimal allocation generally results in distortions in both the insurance dimension and 
in the consumption of the hazardous good. While the nature of a second-best alloca­
tion depends on the specifics of the model's parameters, there are several generic 
results. 

Result. When the incentive constraint (18) binds for the eH_type consumers, an 
efficient allocation is second best. Also, 

(i) if pH(X) > pL(X) , then eH-types (eL-types) receive full coverage (are under-insured); 
and 

1 either pH (x) = pL (x) (no adverse selection case) } 

(ii) if ap t (x) eH pH 

or -a-- = 0 (pure adverse selection case) and -L =-L 
X e p 

then eL_types (eH-types) under-consume (over-consume) the hazardous good relative 
to the socially optimal level (17). 

These results indicate the extent to which there is a tension between discourag­
ing consumption of the hazardous good to mitigate moral hazard, on the one hand, 
and using such consumption as a signal to mitigate adverse selection, on the other. 
An optimal contract reflects a balance between the signaling value of hazardous goods 
consumption and the direct social costs imposed by the consumption of products that 
increase the probability of loss. 

As an example, consider those who ride motorcycles without wearing safety 
helmets, which is a form of hazardous good consumption. On the one hand, those who 
choose to have the wind blowing through their hair are directly increasing their prob-
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abilities of injury (the moral hazard effect), which increases the cost of riding motor­
cycles. On the other hand, the taste for not wearing helmets may be correlated with a 
propensity of the rider to engage in other types of risk-taking activities (the adverse 
selection effect), so that the choice to ride bear-headed may be interpreted by insur­
ers as an imperfect signal of the motorcyclist's underlying risk. Interestingly, to require 
the use of safety helmets eliminates the ability of insurers to utilize this signal, with 
deleterious effects on efficiency. 

8.4 RISK CLASSIFICATION AND INCENTIVES FOR 
INFORMATION GATHERING 

As discussed originally by Dreze (1960) and subsequently by Hirshleifer (1971), 
because information resolves uncertainty about which of alternative possible out­
comes will occur, information destroys valuable opportunities for risk averse indi­
viduals to insure against unfortuitous outcomes. This phenomenon lies behind the 
observation, made earlier in section A, that new information used by insurers to clas­
sify insurance applicants has an adverse effect on economic efficiency. As emphasized 
in the "no-trade" theorem of Milgrom and Stokey (1982), if applicants were able to 
insure against the possibility of adverse risk classification, then new information 
would have no social value, either positive or negative, as long as consumers initially 
possess no hidden knowledge. 

By contrast, the results of Crocker and Snow (1986) and Bond and Crocker (1991) 
show that new information can also create valuable insurance opportunities when con­
sumers are privately informed. Information about each consumer's hidden knowledge, 
revealed by statistically correlated traits or behaviors, allows insurers to sort con­
sumers more finely, and thereby to reduce the inefficiency caused by adverse selec­
tion. In this section, we investigate the effects of risk classification on incentives for 
gathering information about underlying loss probabilities. 

8.4.1 Symmetric Information 

Returning to the benchmark case of symmetric information, we now suppose that 
some consumers initially possess knowledge of being either high-risk or low-risk, 
while other consumers are initially uninformed. Being symmetrically informed, insur­
ers can classify each insurance applicant by informational state and can offer cus­
tomers in each class a contract that provides full coverage at an actuarially fair 
premium. Thus, with reference to Figure 1, informed consumers receive either H* or 
L *, while uninformed consumers receive the first-best pooling contract F. 

Observe that uninformed consumers in this setting have no incentive to become 
informed, since they would then bear a classification risk. In Figure 2, the line tangent 
to the utilities possibilities frontier at point F corresponds to an indifference curve for 
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an uninformed consumer.7 Clearly, the pooling contract F is preferred to the possi­
bility of receiving H* with probability 'A or L * with probability I - 'A, that is, 

V(p, F) > 'AV(pH , H *) + 0- 'A)V(pL , L *), 

where p = 'ApH + (1 - 'A)pL. Since all three of the contracts (F, L*, H*) fully 
insure consumers against the financial risk associated with the loss D, becoming 
informed in this environment serves only to expose a consumer to classification 
risk, with no countervailing gain in efficiency. The incentive for uninformed 
consumers to remain uninformed is consistent with socially optimal information 
gathering, since the classification risk optimally discourages individuals from seeking 
information. 

8.4.2 Initial Acquisition of Hidden Knowledge 

Hidden knowledge can be acquired either purposefully or serendipitously as a 
by-product of consumption or production activities. In this section we consider envi­
ronments in which some consumers initially possess hidden knowledge of their risk­
iness, while others do not. Moreover, we assume that insurers cannot ascertain a priori 
any consumer's informational state. Figure 6 illustrates the Pareto dominant separat­
ing allocation in which each contract breaks even individually, which is the analogue 
to the Rothschild and Stiglitz equilibrium with three types (pH, p and pL) of con­
sumers.s Consumers with hidden knowledge of risk type (either pH or pL) select con­
tract H* or contract L, while those who are uninformed (perceiving their type to be 
p) select contract B on the pooled fair-odds line. Notice that the presence of unin­
formed consumers adversely affects low-risk types, who could otherwise have 
received the (preferred) contract A. Thus, the presence of uninformed consumers may 
exacerbate the adverse selection inefficiency caused by the hidden knowledge of 
informed consumers. 

In this setting, and in contrast to the case of symmetric information in 8.4.1 above, 
uninformed consumers do have an incentive to become informed despite the 
classification risk they must bear as a result. Ignoring any cost of acquiring informa­
tion, and assuming for the moment that contracts H* and L continue to be offered, 
the expected gain to becoming informed is given by 

7 Since the expected utility of an uninformed agent is AV" + (I - A) II'- where V' represents the agent's 
utility in the informational state i, the slope of the associated indifference curve is dV"ldll'- = -(l - A)lA. 

8 The Rothschild and Stiglitz allocation is the Pareto dominant member of the class of informationally 
consistent allocations, which is defined as the set of contracts that satis/)' self-selection, and that each make 
zero profit given the class of customers electing to purchase them. While the analysis of the previous sec­
tions indicate that these allocations are not always elements of the efficient set (for some parameter 
configurations), we will, in the interests of expositional ease, assume that they are in the arguments that 
follow. This is without loss of generality, for in cases where cross-subsidization between risk types is 
required for efficiency, the same arguments wiJl apply, except with the zero-profit loci relabeled to effect 
the desired level of subsidy. 
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'AV(pH, H *) + 0- 'A)V(pL, L) - V(p, B) = 0- 'A)[V(pL, L) - V(pL, B)], 

where the equality follows from the fact that 

V(p, B) == 'AV(pH, B) + (1- 'A)V(pL , B), 

and from the binding self-selection constraint requiring that V(pH, H*) = V(pH, B). 
The incentive constraints also require that V(pL, L) exceeds V(pL, B). Hence, for an 
uninformed consumer, the expected gain in utility to becoming informed of risk type 
(pH or pL) is unambiguously positive. Finally, when all consumers possess hidden 
knowledge, contract A replaces contract L, which enhances the expected value of 
becoming informed, while also raising the utility of low-risk insureds. We conclude 
that, in the presence of adverse selection, risk classification through self-selection pro­
vides an incentive for uninformed consumers to acquire hidden knowledge, and that 
this action enhances the efficiency of insurance contracting by reducing, in the aggre­
gate, the amount of signaling required to effect the separation of types. 

This result strengthens the finding reported by Doherty and Posey (1998), who 
adopt the additional assumption that high-risk consumers, whose test results have indi­
cated a risk in excess of pH, can undergo a treatment that reduces the probability of 
loss to pH. They emphasize the value of the treatment option in showing that initially 
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uninformed consumers choose to acquire hidden knowledge. Our demonstration of 
this result abstracts from the possibility of treatment, and reveals that risk 
classification is valuable to uninformed consumers in markets where some consumers 
possess hidden knowledge, despite uncertainty about the class to which one will be 
associated. Thus, private incentives for information gathering accurately reflect the 
social value of initially acquiring hidden knowledge. 

A case of special concern arises when information reveals whether a loss has 
occurred, as when an incurable disease is diagnosed. Figure 7 illustrates this situation 
with pH = I and pL = O. The equilibrium indifference curve for H-type consumers coin­
cides with the forty-five degree line, while that for L-types coincides with the hori­
zontal axis. Although informed consumers possess no insurable risk, uninformed 
consumers do possess an insurable risk. However, when insurers are unable to distin­
guish between insurance applicants who are informed and those who are not, the 
market fails to provide any insurance whatsoever.9 This result, obtained by Doherty 

9 The problem arises because the H-types have no insurable risks when pH = I. Whenever pH oF I, the 
allocations Band L depicted in Figure 6 are non-degenerate (in the sense that they do not correspond with 
the origin). This holds even when pL = 0, although in this particular case the allocation L would reside on 
the horizontal axis. In contrast, when pH = I, B and L necessarily correspond with the origin, so there are 
no insurance opportunities for the uninformed agent (since B is degenerate). This argument holds for any 
pL 2': O. 
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and Thistle (1996), represents the extreme case in which uninformed consumers have 
no incentive to acquire hidden knowledge. Notice that the acquisition of such knowl­
edge has no social value as well, so that private incentives are once again in accord 
with economic efficiency. 

8.4.3 Acquisition of Additional Hidden Knowledge 

Henceforth, we assume that all consumers possess hidden knowledge. In this section, 
we investigate the private and social value of acquiring additional hidden knowl­
edge. Since hidden knowledge introduces inefficiency by causing adverse selection, 
it is not surprising to find that additional hidden knowledge can exacerbate 
adverse selection inefficiency. However, we also find that additional hidden knowl­
edge can expand opportunities for insuring, and thereby mitigate adverse selection 
inefficiency. 

We assume that all insurance applicants have privately observed the outcome of 
an experiment (the a-experiment) that provides information about the underlying 
probability of loss, and we are concerned with whether the acquisition of additional 
hidden knowledge (the ~-experiment) has social value. Prior to observing the outcome 
of the a-experiment, all consumers have the same prior beliefs, namely that the loss 
probability is either i or p2 (>p') with associated probabilities denoted by pep') and 
P(p2) such that 

After the a-experiment, consumers who have observed atE {aL, aH } have formed 
posterior beliefs such that 

A proportion A = P(aH) have observed aH • 

At no cost, consumers are permitted to observe a second experiment (the ~­
experiment) whose outcome W E {~', ~2} reveals the consumer's actual loss proba­
bility pI E {p', p2}. In what follows, the notation peW, af) denotes the joint probabil­
ity of observing the outcome (W, af) of the two experiments, where i E {I, 2} and j 
E {H, L}. 

For this environment, Crocker and Snow (1992) establish the following proposi­
tions concerning the efficiency implications of the additional hidden knowledge rep­
resented by the second experiment ~. The experiment has a positive (negative) social 
value if the utilities possibilities frontier applicable when consumers anticipate 
observing 13 prior to contracting lies (weakly) outside (inside) the frontier applicable 
when observing ~ is not an option. 
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Result. The additional hidden knowledge represented by experiment ~ has a positive 
social value if 

but has a negative social value if 

So, for example, if the probability difference P(W, a.,L) - P(~\ a.,H) is positive, then 
the weighted difference p2 p(~2, a.,L) - i P(W, a.,H) cannot be too large, for then the 
acquisition of the hidden knowledge ~ would have negative social value. Similarly, if 
the probability difference is negative, then the weighted difference must also be neg­
ative in order for ~ to have positive social value. Although these conditions are not 
necessary for additional hidden knowledge to have a positive or negative social value, 
they depend only on exogenous parameters of the informational environment without 
regard to consumers' risk preferences. 

Figure 8 illustrates the sources of social gains and losses from additional hidden 
knowledge. In the absence of experiment p, a typical efficient separating allocation 
is depicted by the pair (H*, A). Once consumers have privately observed p, the pair 
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(H*, A) is no longer incentive compatible. The aL-type consumers who discover their 
type to be p2 now prefer H* to their previous allocation A, while the aH-types who 
find out that their loss propensity is i now prefer A. The effect of consumers' acquir­
ing additional hidden knowledge through the ~-experiment is to alter irreversibly the 
set of incentive compatible allocations, and to render previously feasible contracts 
unattainable. From a social welfare perspective, for the ~-experiment to have positive 
social value, there must exist allocations that (i) are incentive compatible under the 
new (post ~-experiment) informational regime, (ii) allow consumers to be expecta­
tionally at least as well off as they were at (H*, A) prior to the experiment; and (iii) 
earn nonnegative profit. 

It is easy to verify that the incentive compatible pair (iI, A), when evaluated by 
consumers ex ante, prior to observing ~, affords aL_types (aH-types) the same 
expected utility they enjoy at A (H*).1O Notice that aL-types who observe ~2 no longer 
bear signaling costs since they no longer choose the deductible contract A, while aH_ 

types who observe ~l now absorb signaling costs. Since, by construction, consumers 
are indifferent between not observing the ~-experiment and receiving (H*, A), or 
observing the ~-experiment and being offered (iI, A), the acquisition of the additional 
hidden information has positive social value if the contracts (iI, A) yield positive profit 
to the insurer.ll Whether this occurs depends on the proportion of consumers signal­
ing less when newly informed, p2p(~2, aL), relative to the proportion signaling more, 
pIP(~I, aH), as indicated by conditions stated in the Result above. 

Private incentives for information gathering may not accord with its social value 
in the present environment. We will illustrate this result in a setting where insurance 
markets attain separating equilibria in which contracts break even individually. First, 
notice that, if aL_types acquire access to the ~-experiment, then aH-types prefer also 
to become informed, even though they may be worse off than if neither type has access 
to the ~-experiment. To see this, refer to Figure 9, which illustrates the equilibrium 
when only aL-types will observe ~ and receive either H2 or L, and aH-types will not 
observe ~ and bear adverse selection costs by receiving H instead of H*. The aH-types 

would be indifferent between remaining uninformed and receiving H, or observing ~ 
and afterwards selecting either H2 or H, since 

given the equality V(p2, H2) = V(p2, H) implied by incentive compatibility. Moreover, 
it follows that aH-types would strictly prefer to observe ~ and afterwards select H2 

10 For example, the expected utility of aL-types is given by p(I3'1 aL)V(p', H') + P(13 1 I aL)V(pl, A), where 
the allocation H' is depicted in FilWre 9 below. Using the self-selection condition V(p', H') = V(p', A), we 
can rewrite this expression as p(I3'1 aL)V(p', A) + P(I3' I aL)V(p', A), which is equal to V(pL, A). Thus, the 
pair (H', A) provides aL_types the same expected utility they enjoy at A. 

I' These profits could then be rebated to the consumers through lower premiums, so that they would be 
made strictly better off in the post l3-experiment regime. 
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or A 1, even though they may be worse off than they would have been receiving H*, 
which is rendered unattainable once aL-types have private access to experiment ~. 
Thus, once the aL-types become informed, it is in the best interests of aH-types to do 
so as well. 

Second, note that aL-types will demand the ~-experiment even if their gains 
are negligible and are more than offset by the harm imposed on aH-types, so that the 
social value of the ~-experiment is negative. To demonstrate this result, refer to Figure 
10 which illustrates a "knife-edge" case where aL-types are just indifferent to acquir­
ing additional hidden knowledge. 12 The aH-types, however, are necessarily worse off, 
since 

where the equality follows from the self-selection condition V(p2, H2) = V(p2, AI). 
If aL-types were to experience a small expected gain from acquiring additional 
hidden knowledge, they would demand access to the ~-experiment even though this 
information would be detrimental to efficiency in insurance contracting. In such an 

12 By construction in Figure 10, the aL-types are indifferent between A, and observing the ~-experiment 
followed by a selection of H' or AI. 
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environment, private incentives for information gathering do not reflect its social 
value. The problem is that the acquisition of private information by some consumers 
generates an uncompensated externality for others through its effect on the incentive 
constraints. 

8.4.4 Acquisition of Public Information 

In this section we examine incentives for gathering public information. We continue 
to assume that all consumers initially possess hidden knowledge, having privately 
observed the outcome of experiment a. Outcomes of the second experiment ~, 

however, are now observed publicly. 
Let us first consider the case in which the ~-experiment reveals to insurers, but 

not to consumers, information about the latter's underlying loss probability. A special 
case of this environment is considered by Crocker and Snow (1986), where the con­
sumer has already observed the outcome of the a-experiment (aH or a L) which is fully 
informative of the individual's underlying probability of loss, and in which the ~­
experiment consists of observing consumer traits, such as gender, that are imperfectly 
correlated with the private information held by insurance applicants. The ~­

experiment provides no information to consumers, who already know their types, but 
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is informative to the informationally constrained insurers. As discussed earlier in 
section 8.3, this type of categorization, in which the outcome of the p-experiment is 
publicly observable, enhances efficiency when consumers know a priori the outcomes 
that they will observe for the p-experiment (i.e., their gender). Specifically, a con­
sumer of either p type is at least as well off with categorization based upon p as 
without it. 

Since the ~-experiment is not informative for consumers concerning their loss 
propensities, and does not in any other way influence their preferences, the set of fea­
sible contracts does not depend on whether consumers have prior knowledge of p. 
Moreover, because each consumer, regardless of p type, is at least as well off with 
categorization, each consumer must expect to be at least as well off when the outcome 
of the p-experiment is not privately known ex ante. Thus, it is efficient for insurers to 
categorize applicants on the basis of a publicly observed experiment that is informa­
tive for insurers but not for insurance applicants. 

The analysis is somewhat different when the p-experiment reveals to consumers 
information about their underlying loss propensities. In this instance, public infor­
mation could have a negative social value. As an example, Figure 11 illustrates the 
extreme situation in which the underlying probability pi = 0 or p2 = I is perfectly 

revealed by the outcome of the experiment p. Pooling contracts based on p that provide 
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H* to those revealed to have incurred the loss and A * to everyone else would allow 
consumers to attain the same expected utility levels they would realize in the absence 
of experiment ~, when they self-select either H* or A. Whenever the pair (H*, A *) at 
least breaks even collectively, experiment ~ has positive social value. It follows that 
~ is socially valuable if and only if the first-best pooling contract lies below the point 
F* == AH* + (1 - t.)A* in Figure 11. In that event, those consumers revealed to have 
incurred the loss can be fully compensated by redistributing some of the gains real­
ized by those who have not incurred the loss, permitting attainment of an allocation 
Pareto superior to (H*, A). 

When the first-best pooling contract lies above F*, no redistribution of the gains 
can fully compensate those revealed to have incurred the loss. In these instances, 
public information has a negative social value. No insurable risk remains after the 
public information is revealed, hence its social value is determined by the stronger of 
two opposing effects, the efficiency gains realized by eliminating adverse selection 
and the costs of classification risk. 13 

As in the case of hidden information, private incentives for gathering public infor­
mation may not accord with its social value when consumers initially possess hidden 
knowledge. In the example depicted in Figure 11, the market outcome (H2, LI) that 
occurs when public information is available prior to contracting provides an expected 
utility equal to the expected utility of the endowment, which is always below the 
expected utility realized by aL-types at A and aH-types at H*. It follows that, in the 
present context, the costs of risk classification always discourage the gathering of 
public information whether or not that information would enhance efficiency. 

In contrast with the symmetric information environment, in which public 
information used to classify consumers has negative social value, when consumers 
initially possess hidden knowledge, public information can have a positive social 
value. In the symmetric information environment, the use of public information 
imposes classification risk on consumers with no countervailing gains in contractual 
efficiency. However, in markets with asymmetric information, risk classification 
reduces adverse selection inefficiencies, and these gains may outweigh the costs of 
classification risk. 

8.5 COMPETITIVE MARKET EQUILIBRIUM AND EXTENSIONS 
OF THE BASIC MODEL 

Although we have emphasized efficiency possibilities in a stylized model of risk 
classification by insurers, our discussion has practical implications insofar as no crit-

13 The result of Crocker and Snow (1992) showing that public information always has positive social 
value applies in a linear signaling environment with risk neutral consumers, so the classification risk has 
no social cost. 
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ical aspect of insurance contracting is omitted from the model that would have a qual­
itative effect on efficiency possibilities, and unregulated markets for insurance exploit 
potential efficiency gains. In this section, we address the issue of market equilibrium 
and the implications of several innovations of the model to account for additional fea­
tures relevant to insurance contracting. 

8.5.1 Competitive Market Equilibrium 

As shown by Hoy's (1982) original analysis of risk categorization based on immutable 
characteristics, predictions concerning the performance of an unregulated, competi­
tive insurance market depend on the equilibrium concept employed to account for the 
presence of asymmetric information. Although the appropriate equilibrium concept 
remains an unsettled issue, empirical evidence reported by Puelz and Snow (1994) is 
consistent with theories that predict the separating Rothschild and Stiglitz allocation 
(i.e., the pure Nash strategy equilibrium suggested by Rothschild and Stiglitz (1976), 
the non-Nash reactive eqUilibrium proposed by Riley (1979) in which insurers antic­
ipate profitable competing entrants, or the take-it-or-Ieave-it three-stage game ana­
lyzed by Cho and Kreps (1987) in which the informed insurance applicants move 
first), rather than those predicting either a pooling allocation (which can occur in the 
non-Nash anticipatory equilibrium suggested by Wilson (1977) in which the exit of 
unprofitable contracts is anticipated, the dissembling equilibrium advanced by Gross­
man (1979), or the three-stage game analyzed by Hellwig (1987) in which the unin­
formed insurers move first) or separation with all risk types paying the same constant 
price per dollar of coverage (as in the linear-pricing equilibrium suggested by Arrow 
(1970) and analyzed by Pauly (1974) and Schmalensee (1984)). 

The evidence reported by Puelz and Snow, however, is also inconsistent with the 
presence of cross-subsidization between types, first analyzed by Miyazaki (1979) in 
labor market context, and cross-subsidization is necessary for second-best efficiency 
in the stylized model unless high-risk types are sufficiently prevalent, as shown by 
Crocker and Snow (1985a). Moreover, if competition always leads to the Rothschild 
and Stiglitz allocation, then the model predicts that the market fails to exploit 
efficiency gains available through risk categorization based on immutable traits, since 
all categories have the same risk types represented, so that customers in every cate­
gory would choose from the same menu consisting of the Rothschild and Stiglitz 
contracts. 

Bond and Crocker (1991) have shown that categorization based on the observed 
consumption of a product that is correlated with underlying risk alleviates and, in 
some instances, can eliminate the problem of adverse selection. If endogenous risk 
classification is imperfect, then further categorization based on immutable traits may 
be exploited by an unregulated market even in the absence of cross-subsidization when 
different categories have different risk types represented as a result of the insurer's 
simultaneous risk classification based on behavior by the insured that influences the 
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risk of loss. This possibility has yet to be explored, but may explain the statistical 
significance found by Puelz and Snow for both correlative products (e.g., type of 
vehicle and coverage of other risks) and immutable traits (e.g., age and gender) in the 
pricing of insurance contracts. 

Our discussion of incentives for information gathering reveals that, when cate­
gorization is informative for insurance applicants, incentive compatibility constraints 
are irreversibly altered, and the social value of this type of information could there­
fore be positive or negative depending on parameters of the environment. As our 
analysis shows, private incentives for information gathering may not be consistent 
with efficiency. In unregulated markets, public information or additional hidden 
knowledge may be acquired when it has negative social value, but go unexploited 
when it has positive social value. 

8.5.2 Extensions of the Model 

We have abstracted from a number of considerations that may be of practical rele­
vance to insurance contracting. Here we shall take note of three which appear to be 
particularly relevant to risk classification. 

8.5.2.1 Multiple Periods 
Categorization of risks through experience rating is a common practice in insurance 
contracting, which we have ignored in this review by analyzing an atemporal model. 
The analysis of Cooper and Hayes (1987) reveals the critical factors that influence 
contracting with asymmetric information in temporal contexts. For an environment 
with adverse selection, (costless) experience rating has positive social value if and 
only if experience is serially correlated with hidden knowledge, as when risk of loss 
is hidden knowledge and unchanging over time. 

The overriding factor determining whether unregulated, competitive markets 
exploit the efficiency gains of experience rating is the ability of insurers and insur­
ance customers to commit credibly to long-term contracts. If they can, and the market 
attains the pure strategy Nash equilibrium, then high-risk types receive full and fair 
insurance, while the coverage and premium for low-risks types is adjusted in the 
second period based on experience in the first. However, if insurance customers cannot 
credibly commit to a two-period contract, then experience rating is less valuable as a 
sorting device, and when renegotiation is introduced, the separating equilibrium 
degenerates to replications of the single-period equilibrium, as shown by Dionne and 
Doherty (1994). Hosios and Peters (1989) showed that accident underreporting is pos­
sible with no commitment, further limiting the market's ability to exploit efficiency 
gains available through experience rating. 

8.5.2.2 Moral Hazard 
We have abstracted from moral hazard as a source of informational asymmetry, focus­
ing exclusively on adverse selection. In many insurance markets, however, both infor-
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mational asymmetries influence contracting possibilities and, as shown by Cromb 
(1990), the pure strategy Nash equilibrium can be strongly affected by the presence 
of an unobservable action taken by the insured that influences the risk of loss. In some 
instances, moral hazard eliminates the adverse selection problem, and thereby elimi­
nates any social value to risk categorization. In other instances, moral hazard consti­
tutes a new source of nonexistence of a pure strategy Nash equilibrium, and the social 
value of risk categorization may be enhanced if risk types can be grouped in cate­
gories for which the Nash equilibrium exists. 

8.5.2.3 Risk Preferences 
In the stylized model, all insurance applicants have the same preferences for risk 
bearing, giving rise to a single crossing of indifference curves for applicants of dif­
ferent risk type. In practice, the willingness to bear risk differs among consumers and 
is also not directly observable by insurers. Smart (1996), analyzing a partial equilib­
rium model of insurance contracting, shows that incentive compatibility constraints 
and the market equilibrium can be fundamentally altered when risk preferences as 
well as risk type are hidden knowledge, since indifference curves of different risk 
types may cross twice because of differences in the willingness to bear risk. 

In some instances, the qualitative properties of the incentive constraints and the 
pure strategy Nash equilibrium are not affected, but when differences in risk aversion 
are sufficiently great, a pure strategy Nash equilibrium does not exist, although a non­
Nash, reactive equilibrium does exist and entails pooling of different risk types at a 
contract offering partial coverage that earns a strictly positive profit. For environments 
in which insurers cannot by regulation or market conditions earn economic rents, the 
nature of equilibrium remains an open question. In these instances, categorization 
based on observable traits, either immutable or endogenous, that are correlated with 
willingness to bear risk may provide insurers with information that reduces the vari­
ation in risk aversion within categories sufficiently to create marketable insurance 
contracts. 

8.6 SUMMARY AND CONCLUSIONS 

In insurance markets with symmetric information, opportunities for risk pooling can 
be fully exploited so that perfectly competitive market outcomes are first-best efficient, 
and consumers are charged actuarially fair premia for insurance coverage. In such 
markets, information and attendant risk classification have negative social value, even 
when the information is public, because of the classification risk that must be borne 
by consumers. 

For insurance markets with asymmetric information, risk classification enhances 
efficiency possibilities. Whether effected through self-selection by insurance appli­
cants possessing hidden knowledge of riskiness (signaling by choice of deductible) 
or through a priori categorization by insurers based on observable traits or behaviors 
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correlated with riskiness (gender, age, race, smoking, or driving sporty cars), risk 
classification provides insurers with information that relaxes the incentive compati­
bility constraints and mitigates adverse selection inefficiency. 

The unambiguous social benefit of permitting insurers to categorize applicants 
based upon observable characteristics (such as gender, age or race) that are imper­
fectly correlated with underlying loss probabilities depends crucially on the assump­
tion that such classification is informative to insurers, but not to their customers. When 
applicants are fully informed of their underlying loss probabilities, the use of risk 
classification by insurers expands, and in no way diminishes, the set of feasible (incen­
tive compatible) insurance contracts. Put differently, the pre-categorization insurance 
contracts are always feasible in the post-categorization regime. It is the nesting of the 
regimes that guarantees the efficiency of categorical discrimination. 

In contrast, when consumers obtain information about their underlying loss prub­
abilities from the classification procedure (such as in the case of a genetic test), the 
act of categorization immutably and irreversibly alters the feasible set of insurance 
contracts. The insurance possibilities that were feasible prior to the classification pro­
cedure are precluded by the consumers' changed information sets, which alters the 
incentive constraints faced by the social planner when designing optimal insurance 
contracts. Since the pre- and post-categorization regimes are not nested when con­
sumers are informed by the classification procedure, such classification has ambigu­
ous social value. 

The adverse equity consequences of risk classification are of special concern to 
policy analysts when information reveals that some consumers are, in fact, uninsur­
able. As emphasized by Hoy (1989), these concerns are compounded when action 
could be taken to diminish the severity of loss, but consumers are discouraged from 
gathering information and taking such action. We have shown that in markets with 
either symmetric or asymmetric information, private incentives for initially acquiring 
hidden knowledge accurately reflect its social value. However, in markets with asym­
metric information, private incentives for gathering either public information or addi­
tional hidden knowledge are not necessarily consistent with the goal of efficiency in 
insurance contracting. 

The adverse equity consequences of risk classification are precisely the effects 
that underlie the costs of classification risk. Although we have emphasized these costs 
as the factor responsible for discouraging consumers from gathering information that 
has positive social value, we may also observe that these costs appropriately discour­
age the gathering of information that has negative social value. 
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Emphasizing general liability insurance, we describe basic relationships between legal 
liability law, liability insurance, and loss control, including the practical limitations 
of liability rules and insurance markets as mechanisms for promoting efficient deter­
rence and risk-spreading. After a brief introduction to the role of liability rules in pro­
viding incentives for loss control, we consider the implications of limited wealth and 
limited liability for the demand for liability insurance and accident deterrence. We 
then discuss the effects of correlated risk on liability insurance markets, the nature 
and causes of liability insurance contract disputes, causes of the U.S. tort liability / 
liability insurance crisis in the mid 1980s, and efficiency of the U.S. tort liability / 
liability insurance system. 
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9.1 INTRODUCTION 

The demand for and supply of liability insurance arise from the legal liability of indi­
viduals and businesses for bodily injury, property damage, and financial losses caused 
to third parties, as distinct from first-party insurance which covers losses suffered 
directly by the policyholder. Private passenger auto liability insurance is by far the 
largest liability-related line of business in terms of premium volume in the United 
States (see Figure I). However, the lines that have grown most rapidly and often 
attracted the most attention in recent years are workers' compensation insurance 
and commercial general liability (GL) insurance, which includes product liability, 
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directors and officers liability, environmental liability, professional liability, munici­
pal liability and related coverages. I In particular, the mid-1980s commercial liability 
insurance "crisis" received widespread attention, influenced tort liability reforms in 
many states, and motivated substantial academic work on liability insurance price 
dynamics. 

This chapter provides an overview of the economics of liability insurance. 
Particular attention is given to basic relationships between legal liability law, liability 
insurance, and loss control, and general liability insurance is emphasized.2 There is a 
large law and economics literature on tort liability that is at least indirectly related to 
liability insurance. Our approach is necessarily selective (and no doubt influenced 
by our perspective and prior work). The objective is to introduce key elements of 
the literature that deal directly with liability insurance and/or are most relevant to 
liability insurance. We include discussion of the inherent tension between the theory 
of efficient liability rules and the practical limitations of liability rules and liability 
insurance markets as mechanisms for promoting efficient deterrence and risk­
spreading. 

Section 9.2 sets the context by introducing basic theory on the role of liability 

I Much of the exposure to liability losses in these areas is self-insured and thus is not reflected in 
premium volume. Commercial multi-peril coverage (Figure 1) also includes coverage for many generallia­
bility hazards. General liability insurance often is called "other liability" insurance; this term is used in 
insurance company annual statements filed with regulators. We use the term general liability throughout. 

, Other chapters in this volume consider auto liability and workers ' compensation. See Danzon and 
Harrington (1992) for our earlier introduction to the liability insurance literature. 
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rules in providing incentives for loss control. Section 9.3 considers the implications 
of limited wealth and limited liability for the demand for liability insurance and deter­
rence of harm through the tort liability system. Sections 9.4 and 9.5 discuss the prob­
lems of correlated risk in liability insurance markets and liability insurance contract 
disputes. Section 9.6 discusses the causes of the U.S. tort liability / liability insurance 
crisis in the mid 1980s. Some of the main issues in the debate over the efficiency of 
the U.S. tort liability / liability insurance system are briefly reviewed in Section 9.7. 
Section 9.8 contains concluding observations. 

9.2 LEGAL LIABILITY, DETERRENCE, AND INSURANCE 

9.2.1 Efficient Deterrence 

Overview 
Since the pioneering work by Coase (1960), Calabresi (1970) and Posner (1972, 
1973), the burgeoning field of law and economics has applied standard tools of pos­
itive and normative economics to analyze to the structure of common law, including 
the law of tort liability. This analysis has shown that, given certain restrictive assump­
tions, liability rules can be designed to achieve a Pareto optimal allocation of resources 
to risk reduction in contexts where market forces alone would fail because of imper­
fect information or transactions costs. This extensive literature on optimal liability 
rules is only briefly introduced here to provide a framework for understanding key 
issues related to liability insurance.3 This sub-section focuses on the role of liability 
rules in providing incentives to control risky activities and prevent losses in the 
absence of limited wealth and limited liability. 

Accidents involving third parties can arise in many circumstances, including the 
use of automobiles and other consumer products, the use of professional services such 
as medical care, and exposure to workplace and environmental hazards. The produc­
tion of safety (risk reduction or loss control) can be modeled either in a standard pro­
duction framework (Brown, 1973) or as a joint product or spillover associated with 
other beneficial activities (Williamson et aI., 1967; Shave II , 1980; Polinsky, 1980). 
Formally, the activity of one party, the "injurer," can result in risk of injury to another 
party, the "victim." The probability or size of loss may depend on the both the level 
of the activity and the amount of care per unit of activity exercised by the injurer 
(unilateral accidents), and possibly also on activity level and care per unit taken by 
the victim (bilateral accidents). 

For bilateral accidents where both injurers and victims choose levels of care and 
activity levels, the social optimum is defined as the solution to the problem of maxi-

3 For reviews of this literature, see Polinsky (1983), Posner (1998), Shavell (1987), Landes and Posner 
(1987), Cooter and Ulen (1999) and references cited therein. Also see Miceli (1997). 
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mizing the sum of injurers' and victims' utilities from engaging in their activities, net 
of their costs of care and expected accident losses (using the notation in Shavell, 1987, 
pp.43-44): 

Max[u(s) - sx] + [v(t) - ty - stl(x,y)] 

where 

s = injurer's activity level, 
u(s) = injurer's gross dollar benefits from the activity, 
t = victim's activity level, 
v(t) = victim's gross dollar benefits from the activity, 
x = injurer's level of care, measured in unit costs, 
y = victim's level of care, measured in unit costs, and 
stl(x, y) = expected accident losses.4 

The optimal values x*, y*, s*, and t* are defined by the first order conditions 

tlix, y) = -1 
slvCx, y) = -1 
u'(s) = x + tl(x, y) 

v'(t) = y + sl(x, y) 

These conditions imply that the marginal cost of care must equal the marginal benefit 
in terms of reduction in expected accident costs, and that the marginal utility of 
increasing activity must equal the sum of the marginal cost of taking optimal care and 
the increase in expected accident costs. 

The standard results of the Coase theorem apply. Optimal investment in all dimen­
sions of risk reduction will be achieved, regardless of the liability rule, if both parties 
are informed about the risks and if negotiation is costless. An important corollary is 
that if risks are obvious and if the parties are in an ongoing contractual relation, as 
employer/employee or producer/consumer, then market prices will reflect the poten­
tial victim's demand for safety and induce optimal levels of safety. Market contracts 
will also generate an optimal allocation of risk between the parties and optimal levels 
of compensation in the event of injury.5 

In the case of accidents involving strangers, transaction costs may prevent the 
achievement of a first best solution by voluntary contract. And even in buyer-seller 

4 Since the product of st and lex, y) is defined as expected losses, the model implicitly allows for losses 
to be of differing severity. 

5 For formal models and empirical estimates of the wage premium for risk-bearing in risky employ­
ments, and use of such estimates to infer a willingness-to-pay for safety or "value of life", see, e.g., Viscusi 
(1983) and Viscusi and Moore (1987). 
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situations where contracting costs are low, Spence (1977) shows that if consumers 
misperceive risk, producers have non-optimal incentives for care and consumers will 
be non-optimally insured. Liability rules are one among several possible policy tools 
for achieving efficient levels of loss control and risk allocation where voluntary con­
tracting in private markets fails. Regulatory standard setting, taxes and subsidies, fines 
and injunctions are other possible corrective policies. Among other dimensions, 
liability rules differ from regulatory standard setting in that they do not proscribe a 
specific course of action ex ante. Rather, liability rules define general conditions for 
allocating the cost of accidents and determining the amount of damages payable.6 

Negligence and Strict Liability 
The two benchmark liability rules are negligence and strict liability. Under a negli­
gence rule, the injurer is liable only if he or she failed to take "due care" and this 
failure was the "cause" of injury to the victim. Under a simple strict liability rule, the 
injurer is liable ifhis activities caused an injury to the victim, regardless ofthe injurer's 
level of care. In the United States, negligence is the prevailing rule for personal and 
professional liability (including medical malpractice) and for automobile injuries, 
except in states that have explicitly adopted automobile insurance no-fault statutes 
that limit tort liability for minor injuries. Strict liability is exemplified by workers' 
compensation statutes whereby employers are absolutely liable for statutory benefits 
for work-related injuries, regardless of their own or employee negligence. For product­
related injuries, manufacturers can be sued under theories of negligence and strict 
liability, but liability is strict only for injuries caused by defective products.7 

Important variants of these benchmark rules are the application of a contributory 
negligence defense (which shifts liability to the victim if he or she failed to take due 
care, regardless of the defendant's care), and comparative negligence, whereby 
damages are apportioned between the parties in proportion to their degree of 
negligence. 

Brown (1973) first formally modeled the effects of these alternative liability rules 
on levels of care. He assumed noncooperative (Nash) behavior in a context of bilat­
eral accidents with level of care the only determinant of risk; risk neutrality of both 
parties; costless administration; and perfect information, in the sense that courts know 
the level of care actually taken and the parties know safety production functions and 
the due standard of care. Under these assumptions, three liability rules are potentially 
efficient: negligence, with or without a contributory negligence defense, and strict 
liability with a contributory negligence defense. Strict (no) liability is potentially 
efficient only in the context of unilateral accidents where victim (defendant) care is 

6 See Shavell (1984) for comparison of tort liability and safety regulation as methods to promote loss 
control. 

7 This notion of product defect reintroduces an issue of reasonable care. defined by some weighing of 
risks and benefits of additional care, analogous to a due care standard under a negligence rule. Thus strict 
liability for products is not absolute liability in the sense of the simple theoretical models. 
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irrelevant. Haddock and Curran (1985), Cooter and Ulen (1987) and Rubinfeld (1987) 
show that it is possible to define an efficient comparative negligence rule.8 

Shavell (1980) generalized Brown's model to allow both levels of activity and 
levels of care as determinants of risk. The conclusions now depend critically on the 
potential victim's information about accident risk. If average risk is misperceived, no 
liability rule is fully efficient. If victims know at least the average risk, a negligence 
rule is potentially efficient provided that the formulation of the due care standard 
includes both the level of care and the level of risky activities (see also Polinsky, 1980). 
More generally, the due care standard must include all relevant dimensions of pre­
cautions in order to achieve optimal investment in all dimensions of safety. 

Damages 
Tort awards simultaneously provide deterrence to injurers and compensation to 
victims. Viewing tort liability as a system of (conditional) compulsory insurance (Oi, 
1973; Danzon, 1984b), it is unique among systems of social and private insurance 
in that the amount of compensation is determined after the injury. Compensation is 
usually by settlement but with ultimate recourse to a jury trial without contractual or 
statutory limits, and is intended to provide full compensation of pecuniary and non­
pecuniary loss. This reflects the dual function of tort awards, as compensation to 
victims and penalties to defendants. 

A single award is optimal for both deterrence and compensation only in a 
restricted set of circumstances. If the victim suffers only a monetary loss (utility is 
not state-dependent) and if the injurer is either risk neutral or can fully insure at 
actuarial rates, an award equal to the loss simultaneously provides optimal insurance 
to the victim and optimal deterrence to the injurer. When the victim suffers a 
non-pecuniary loss (utility is state dependent), optimal compensation still requires 
the equalization of the marginal utility of wealth in the two states of the world. 
However, the size of award necessary to achieve this result depends on whether 
the injury raises or lowers the marginal utility of wealth (Cook and Graham, 1977). 
Thus, the optimal compensatory award generally is no longer identical to the optimal 
deterrence penalty on the injurer. Spence (1977) shows that a first best result requires 
supplementing compensatory awards with a system of fines, paid initially to the 
state and refunded as subsidies to the risky activity. Danzon (1985a) shows that the 
optimal compensatory award to the victim is inversely related to the load on the 
defendant's liability insurance.9 Rea (1981) demonstrates that lump sum awards are 

8 Cooter and Ulen (1987) argue that a comparative negligence rule is superior to a negligence rule when 
injurers and victims bear risk and there is evidentiary uncertainty. Rubinfeld (1987) reinforces this con­
clusion when injurers and victims are heterogeneous. 

9 These conclusions follow from the standard assumption that the optimal damage award is chosen to 
maximize the utility of the victim. subject to a reservation level of utility for the defendant. Thus by assump­
tion the incidence of costs of liability is on victims. This is reasonable assuming a perfectly elastic long­
run supply of the products or services that are subject to strict liability. But with imperfectly elastic supply 
in the short run, the incidence of unanticipated changes in liability costs is partly on defendants (Danzon, 
1990). 
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more efficient than periodic payments contingent on losses actually incurred. 
Contingent periodic payment overinsures the victim and encourages ex post 
moral hazard. lo 

9.2.2 Liability Insurance, Moral Hazard, and Experience Rating 

Risk Neutrality / Actuarially Fair Premiums and No Judgement Proof Problem 
Early models of the effects of liability on levels of activity and care ignore the role 
of liability in allocating risk by assuming that losses are purely financial and either 
risk neutrality or actuarially fair insurance. They also ignore the judgement proof 
problem that arises when the potential injurer's liability for harm is bounded by the 
party's wealth and the doctrine of limited liability. Shavell (1982) formally examined 
the demand for liability insurance, introducing risk aversion of victims and injurers 
and the availability of first-party and liability insurance into a model of unilateral 
accidents with pecuniary losses only. II A first best solution now requires ( a) a level 
of care that minimizes expected accident losses plus the cost of care, and (b) an 
optimal allocation of risk for both parties. 12 The demand for liability insurance and its 
effect on social welfare depend critically on the information available to courts and 
to insurers. 

With perfect information and a negligence rule with the standard of care opti­
mally defined and perfectly implemented, there is no demand for liability insurance. 
It is cheaper for defendants to be non-negligent than to be negligent and insure against 
the resulting liability. Since defendants are not liable, they bear no risk. 13 Under strict 
liability, if injurers are risk averse and liability insurance is not available, a first best 
outcome is not attainable as long as optimal risk-spreading requires setting damage 
awards at less than full compensation. Both victims and injurers bear risk. Injurers 
may take excessive care or engage suboptimally in risky activities. When liability 
insurance is available and insurers can observe defendant care (perfect experience 
rating), injurers can be fully protected against risk while preserving optimal incen­
tives for care, and optimal damage awards provide full compensation to victims. Thus 

10 Noncontingent periodic payment of awards, where the amount is determined at time of trial or set­
tlement (also called "structured settlements") are potentially more efficient than lump sum awards if the 
defendant is permitted to provide for the payment of these future damages by the purchase of an annuity 
or other financial instrument. This transfers from the jury to financial markets the issue of determining 
expected rates of inflation and interest (Danzon, 1984). Perhaps more important, structured settlements may 
reduce income tax costs. 

II Corporate demand for liability insurance may be explained by risk aversion of customers, suppliers, 
managers, or employees, or by other factors, such as indirect losses, that cause firm value to be a concave 
function of firm cash flows (Mayers and Smith, 1982; Froot et aI., 1993). 

12 Formally, the problem is to maximize expected utility of the victim, subject to constraints of (a) a reser­
vation utility level for the defendant, (b) an overall resource constraint, (c) victims and injurers choose first­
party and liability insurance to maximize their respective utilities, and (d) insurers break even. If insurance 
is not available, then the choice between liability rules depends on which party is better able to bear risk. In 
particular, strict liability is preferable to negligence if injurers are risk neutral or better able to bear risk. 

13 A first best outcome is achieved only if victims can eliminate risk by buying actuarially fair first-party 
Insurance. 
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liability insurance unambiguously improves social welfare and permits a first best 
solution for level of care and allocation of risk. 

With imperfect information, demand for liability insurance under a negligence 
rule is affected by information available to claimants, courts, and insurers. If victims 
or courts systematically commit Type I errors, failing to seek and award damages, 
respectively, in all instances of negligence, then with actuarial insurance it is 
cheaper for defendants to be negligent and to insure against the resulting liability 
than to always be non-negligent. Conversely, if claimants or courts commit Type 2 
errors, making erroneous claims or findings of negligence, then defendants 
are exposed to a risk akin to strict liability and will demand liability insurance 
(Shavell, 1982, 1987; Danzon, 1985a). Even if the level of care is correctly defined 
on average, random errors can generate a demand for liability insurance. 14 If 
the insured's level of care is observable to the insurer, the optimal contract would 
exclude coverage if the defendant acted negligently. But obviously if insurers had 
the information necessary to implement such a policy, the courts could use the 
information and eliminate the errors that generated the demand for insurance in the 
first place. 

Under strict liability, if insurers cannot observe defendants' care, defendants will 
choose less than full coverage and the outcome for both level of care and allocation 
of risk is not first best. Thus, in the single period context moral hazard induced 
by asymmetric information results in a trade-off between loss prevention and risk­
spreading in the context of liability insurance, as for first-party insurance (Shavell, 
1979; also see Winter, 1992). But Shavell concludes that even with imperfect experi­
ence rating, government intervention in liability insurance markets is not warranted. 
This assumes that government has no information advantage, damage awards are opti­
mally set, and defendants are not judgement proof (see below). 

Efficient Co-Payments 
If the probability and size of injury depend only on the defendant's level of care and 
there is a proportional loading, theorems of optimal first-party insurance imply that 
optimal co-payment would include a deductible, a co-insurance rate, or both in the 
single period case. In the multi-period case, the optimal policy is experience rated. 
When care is not observable, policyholders may prefer a policy that requires insurers 
to invest in information, rather than levy co-payments automatically for all claims or 
all paid claims. Paid claims do not convey perfect information about whether negli­
gence occurred even if courts are unbiased because over 90 percent of paid claims 
are settled out of court. The decision to settle and amount of settlement may be 
influenced by many factors other than the defendant's level of care and plaintiff's true 
damages, including the parties' misperceptions of the expected verdict, costs of 

14 Calfee and Craswell (1984) analyze effects of uncertain legal standards on compliance under a neg­
ligence regime in the absence of liability insurance. 
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litigation, risk aversion, concerns over precedent, and other factors. IS The private and 
socially optimal policy would attempt to protect the insured from these exogenous 
risks and relate co-payment only to losses caused by suboptimal care. 

When the courts lack perfect information about the defendant's care, the victim's 
damages, or the injury production function, both parties have incentives to invest in 
legal effort to influence the outcome. 16 But when both the insurer and the policyholder 
can affect the magnitude of the settlement, no simple loss sharing contract can simul­
taneously provide both with optimal marginal incentives. In general, if it is costly for 
policyholders to monitor the insurer's legal defense effort, the privately optimal co­
payment is lower than on first-party coverage with comparable policyholder moral 
hazard and even lower if defense effort reduces plaintiffs' incentives to file claims 
(Danzon, 1985a).17 When claim outcomes depend on legal defense effort, defendants 
may choose policies with too little co-payment: from a social standpoint, too many 
resources may be devoted to fighting claims and too few to preventing injuries. Private 
and social optima diverge unless potential victims are in a contractual relationship 
with defendants and accurately perceive the nature of the defendant's insurance 
coverage and its likely effects on claim outcomes-but in that case the liability rule 
is irrelevant. 

Deductibles are common for product liability and professional liability policies 
for attorneys, accountants, corporate directors and officers, but not for medical mal­
practice, where rating based on the physician's individual claim record is relatively 
limited. 18 If more experience rating is statistically feasible than occurs for some forms 
of liability insurance, such as medical malpractice, this suggests a lack of demand. 
The apparent lack of co-payment for malpractice, for example, may be deceptive if 
physicians face significant co-payment in the form of uninsurable time and disutility 
of being sued, or higher premium costs if they are denied coverage by more selective, 
lower cost insurers (Danzon, 1985a). To the extent co-payment and experience rating 
exist, it is usually based on additional information to distinguish Type 2 errors from 
valid claims, rather than automatic co-payment for all paid claims, consistent with the 
hypothesis that the risk of judicial "error" contributes to the lack of demand for expe­
rience rated policies. 19 Ellis et al. (1988) show that automatic experience rating based 

IS A large literature and often technical literature addresses selection of disputes for litigation and set­
tlement strategy (e.g., Priest and Klein, 1984; Spier, 1994; Siegelman and Waldfogel, 1999). Cooter and 
Rubenfeld (1989) review early work. 

16 For product liability and medical malpractice, plaintiff and defense legal expenditures each average 
about one half of the net compensation received by plaintiffs (Danzon, 1985b; Kakalik and Pace, 1987). 
For the effects of costly litigation on the efficiency of liability rules see, for example, Polinsky and 
Rubinfeld (1988) and Cooter and Rubinfeld (1989). Also see Sarath (1991). 

17 For example, a deductible undermines the insurer's incentives to fight claims that can be settled for 
less than the deductible. Incurring legal expense in excess of damages may be a privately optimal strategy 
if it deters other potential claims. 

18 Several studies have shown that the actual distribution of claims and awards is inconsistent with a purely 
random distribution, after controlling for specialty (Rolph, 1981; Ellis et aI., 1988; Sloan et aI., 1989a and b). 

19 Professional liability policies explicitly exclude coverage of intentional acts. The existence of a 
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on Bayesian conditional means would impose significant risk on physicians and create 
inequities in premiums across physicians with identical true risks. Thus the lack of 
experience rating for some types of professional liability insurance may reflect a ratio­
nal demand for protection against the risk of judicial error and being erroneously 
rated. 

Bundling Defense and Indemnity 
The optimal insurance contract under conditions of moral hazard has been extensively 
studied in the context of first-party insurance (see, e.g., Winter, 1992). For liability 
insurance against loss caused by the policyholder to a third party, control of moral 
hazard is more complex. As discussed above, the liability insurance loss depends not 
only on the policyholder's activity and care, but also on the insurer's defense and the 
policyholder's cooperation in this defense. Thus, there are both ex ante and ex post 
moral hazard problems. A distinguishing feature of liability insurance is the nearly 
universal bundling of indemnity and defense coverage in a single contract: most lia­
bility insurance contracts specify the right and duty of the insurer to defend the pol­
icyholder and the right of the insurer to control the defense. 

The bundling of defense and indemnity in liability insurance contracts reflects 
three main influences. First, with imperfect information about care and the applica­
tion of liability rules, potential injurers often face substantial risk associated with legal 
defense costs. Their total loss exposure reflects the sum of judgements and defense 
costs. It is hardly surprising that parties that seek coverage for indemnity to 
third parties also seek coverage for defense. Second, insurers have specialized 
expertise in defending claims, which favors the purchase of defense services from 
insurers (e.g., Mayers and Smith, 1982). Third, and as suggested in our earlier 
discussion of co-payments, bundling indemnity and defense helps provide efficient 
incentives for minimizing the sum of indemnity and defense costs (see Danzon, 
1984b; Cooter and Rubenfeld, 1989; Syverud, 1990). For claims that exceed the 
deductible and are materially below the policy limit, a liability insurer has a clear 
incentive to minimize this sum, which generally is consistent with policyholder 
preferences ex ante.20 In contrast, separation of the financial responsibility for defense 
and indemnity would dilute incentives for cost minimization and/or lead to higher 
monitoring costs. 

demand for and supply of coverage for punitive damages in states where this is permitted suggests a 
significant risk of Type 2 errors, despite the higher standard of proof (gross negligence or willful miscon­
duct) for punitive awards. 

20 Buyers with preferences that are inconsistent with cost minimization may make arrangements with 
accommodating insurers. Also see Macinnes (1997). Possible incentive conflicts when the likely court 
award would be near or above the policy limit are discussed briefly below. 
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9.3 LIMITED LIABILITY, INSURANCE,AND DETERRENCE 

9.3.1 Limited Wealth and Limited Coverage 

A fundamental factor that distinguishes liability coverage from property insurance is 
that the harm suffered by the injured party may exceed the assets of the injurer that 
are available to pay damages in view of limited liability and bankruptcy law. 21 As a 
result, potential injurers generally will not seek full insurance coverage for liability 
(see Sinn, 1982; Huberman et ai., 1983; Keeton and Kwerel, 1984; Shavell, 1986). 
As we explain in detail below, limited coverage for potential legal liability can affect 
levels of risky activity and care. It is first useful, however, to consider the demand for 
upper limits on liability insurance coverage when activity and care are exogenous.22 

In an article that often has been overlooked by subsequent work, Sinn (1982) ana­
lyzes the demand for liability (and human wealth) insurance when the gross loss can 
exceed the socially guaranteed minimum level of wealth. Using a simple two-state 
framework (loss and no loss), he shows that the incentive to buy full coverage for loss 
increases with the degree of risk aversion and with the amount of wealth in the no­
loss state, and decreases with the (exogenous) probability ofioss, the severity ofioss, 
and the lower bound on net wealth in the loss state. His analysis of the demand for 
partial insurance has qualitatively similar implications. Upper limits on coverage are 
shown to be optimal because beyond some point the expected benefit of additional 
coverage is smaller than its cost, given that the price of coverage must reflect the cost 
of paying losses that otherwise would fall on other parties. 

Sinn's key result is illustrated in Figure 2. U(Y) is a state-independent von 
Neumann-Morgenstern utility of wealth function with U(Y) > 0 and U'(y) < O. The 
party's wealth in the no-loss state is W. The minimum guaranteed wealth is M. This 
amount represents the minimum value of real assets, financial assets, and human 
capital permitted under bankruptcy law. L denotes the harm in the loss state, which 
arises with probability a. 

If M were less than W-L, the amount of harm would be less than the party's net 
wealth at risk, and the party's net wealth without insurance would either be W-L or 
W. In this case, the party's expected utility of wealth, E(U(Y), is a linear function of 
expected wealth, E(y), and is represented by the chord between the origin and the 
point (W, U(W». As is well known and following directly from Jensen's inequality, 
expected utility without insurance is lower than the utility of expected wealth given 
that U is concave. The party will therefore demand full coverage for the loss if the 
premium is actuarially fair (i.e., if P = aL). 

21 The same general issue arises in the case of medical expense insurance, where the cost of care pro­
vided could exceed the assets of the patient or patient's family. Easterbrook and Fischel (1985) provide 
comprehensive discussion of the rationale for the limited liability doctrine. 

22 Raviv (1979) provides an early treatment of upper limits of coverage that does not consider bounds 
on wealth net of indemnity for losses. 



288 

U(W) 

E(U(YIM)) 

E(U(Y)) 

U(M) 

U(W-L) 

Figure 2 

Handbook of Insurance 

W-L M E(YIM) E(Y) W 

Demand for Liability Insurance with Limited Wealth and Liability 

In contrast, when M > W-L, as is shown, the party does not have to pay the full 
loss if uninsured. Utility of wealth becomes "kinked" due to the lower bound on 
wealth. Expected wealth without insurance, which we denote E(Y1M) = aM + (1 -
a)W, obviously increases because of the constraint on minimum wealth. Expected 
utility without insurance, E(U(Y1M), now falls on the chord between the points (W­
L, U(M» and (w, U(W». The utility of expected wealth need not exceed expected 
utility without insurance because utility is no longer uniformly concave. Thus, the 
utility of wealth with full coverage at actuarially fair rates, U(E(Y1M), need not 
exceed expected utility without insurance, E(U(Y1M), as is illustrated in Figure 2. 
This result is more likely, ceteris paribus, when M is large, L is large, and W is small. 
For sufficiently large (small) a, U(E(Y1M) is less (greater) than E(U(Y1M). Intuitively, 
the willingness of parties to insure declines when part of the premium is required to 
finance loss that they would not have to bear if uninsured.23 

Huberman, Mayers, and Smith (1983) consider the demand for liability insurance 
with bankruptcy protection, assuming a continuous loss distribution. Like Sinn 
(1982), they show that bankruptcy protection can lead parties to demand upper limits 

23 To illustrate with a simple example (also see Shavell, 1986), consider a party with $10,000 of assets 
at risk who faces a 0.01 probability of causing $100,000 of harm to others. The party's expected loss without 
insurance is $\00 (=0.01 x $\0,000); the actuarially fair premium for full liability insurance protection is 
$1,000. An unwillingness to insure fully in this case is hardly surprising. 
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on liability coverage. They illustrate the demand for upper limits assuming exponen­
tial utility. Because expected utility is not differentiable with a lower bound on net 
wealth, they note that the general solution to the assumed maximization problem is 
"complicated and there is no obvious economic interpretation of the derived restric­
tions" (p. 418). 

The key conclusion that a lower bound on net wealth reduces the demand for 
liability insurance arises from the resulting convex portion of the constrained 
utility function. Similar results are implied in the case where corporations are assumed 
to maximize firm value provided that firm value is a convex function of realized 
payoffs for sufficiently low realizations. More generally, this result is closely related 
to the literature on why firm's hedge or insure (e.g., Mayers and Smith, 1982; Stulz, 
1985; Froot et aI., 1993; also see MacMinn and Han, 1990, and chapter 16 in this 
volume). Limited assets and lower bounds on wealth due to limited liability / 
bankruptcy law reduce incentives for firms to hedge risk and buy liability insurance.24 

9.3.2 The Judgement Proof Problem and Compulsory Liability 

If injurers lack sufficient assets to fully satisfy a judgement, incentives to purchase 
liability insurance are diminished. Incentives to take precautions also may be diluted 
(Calabresi, 1970; Keeton and Kwerel, 1984; Shavell, 1986; also see Sykes, 1984, 
1994; Beard, 1990, and Posey, 1993). Under a negligence rule, if the injurer's wealth 
is below a critical level that is less than the potential loss, incentives for care are sub­
optimal. Under strict liability, if insurance is perfectly experience rated, full coverage 
is purchased and the level of care is efficient if injurers' wealth exceeds some critical 
level; at lower levels of wealth, injurers do not insure, and the level of care is sub­
optimal. If insurers cannot observe care, above some (higher) critical level of wealth, 
injurers buy partial coverage but care is suboptimal. 

Many authors have considered whether making the purchase of liability insurance 
compulsory can restore efficient incentives for safety (e.g., Shavell, 1986; also 
see Keeton and Kwerel, 1984).25 Shavell (1986) shows that compulsory insurance 
can restore efficient incentives for care under both negligence and strict liability, 
provided that enforcement is complete and that insurers can observe defendants' 
care and rate premiums appropriately.26 However, if injurers' care is unobservable, 
compulsory coverage that fully protects injurers' assets will lead to an inefficiently 

24 A large amount of anecdotal evidence on the demand for liability and workers' compensation insur­
ance is consistent with the prediction that parties with low wealth will demand little or no coverage. 

25 A related literature considers whether compulsory first-party insurance against catastrophic property 
losses can improve incentives for efficient investment and precautions (e.g., Kaplow, 1991). Similar issues 
arise with respect to uninsured medical care. 

26 Other possible remedies are vicarious liability (see Sykes, 1984, 1994) and imposing asset require­
ments for participating in the activity. Shavell (1986) shows that imposing asset requirements equal to the 
maximum possible loss may overdeter. because it is socially efficient for parties to participate in an activ­
ity if their assets equal the expected loss, which is less than the maximum possible loss. 
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low level of care, even though it reduces incentives to engage in an excessive level 
of risky activity. Although compulsory coverage is analogous to a tax on risky 
activity, moral hazard associated with liability insurance may reduce care com­
pared to the case where the potential injurer is exposed to a material loss absent 
insurance. 

In the United States, insurance (or ex ante proof of financial responsibility) 
is compulsory for workers' compensation and certain forms of environmental 
liability in all states, and in most states for automobile liability. Two arguments 
can be made for compulsory coverage even in the absence of individual experi­
ence rating. First, and as suggested above, with experience rating at the level of 
the group but not the individual, compulsory coverage still internalizes accident 
costs to the responsible activity or class of individuals. The cost of insurance 
operates like a tax on the activity and achieves general but not specific deterrence 
(optimal level of the activity, conditional on non-optimal care per unit of activity). 
Second, compulsory insurance helps assure the compensation function of tort 
liability. 

On the other hand, concern with the resulting distributive effects between 
classes of injurers and victims may influence the political demand for compulsory 
insurance, associated enforcement, and price regulation of compulsory coverage 
in ways that undermine its deterrent function. 27 Moreover, the efficiency case for 
compulsory coverage rests implicitly on the assumption that the tort liability ! 
liability system is efficient. As we elaborate in Section VII, many observers challenge 
this assumption, arguing that the tort liability system leads to excessive deterrence, 
as well as suboptimal compensation. Also, the redistributive effects of compulsory 
coverage are to some extent regressive. The case for compulsory coverage therefore 
often is an uneasy one, at least for some types of risk, such as the risk of auto 
accidents. As a practical matter, the judgement proof problem may lead to ineffi­
ciently high levels of risky activity and inefficiently low levels of care. Limited 
liability and tort liability law may induce strategies that attempt to shield assets 
from judgements and, in extreme cases, may induce planned bankruptcy (see 
Ringleb and Wiggins, 1990; Ackerlof and Romer, 1993; Swanson and Mason, 1998; 
also see LoPucki, 1996). The judgement proof problem has received substantial 
attention in recent years and has kindled debate over the efficiency of the tradi­
tional doctrine of limited liability, at least for corporations that own corporations 
or that have many diversified shareholders (see, e.g., Hansmann and Kraakman, 
1991 ). 

27 Keeton and Kwerel (1984) raise the theoretical possibility that subsidized liability insurance could be 
efficient. On the other hand, if compulsory coverage leads to a political demand for rate regulation that 
guarantees availability of coverage for high risks at subsidized rates, incentives for care will likely be under­
mined. The political economy of compulsory automobile insurance is analyzed in Harrington (l994b); for 
workers' compensation, see Danzon and Harrington (1998). 
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9.4 LIABILITY INSURANCE WITH CORRELATED RISK 

9.4.1 Sources of Correlated Risk 

The dependence of liability losses on social norms and legal standards creates a 
positive correlation of losses among policyholders that affects the demand for liabil­
ity insurance and optimal form of contract. Positive correlation of liability risks 
derives in part from the dependence of number of claims and size of awards on unan­
ticipated changes in law and social norms.28 By the operation of legal precedent, a 
ruling by one court can influence the outcome of related cases. 

The correlated risk associated with common factors that affect liability losses gen­
erally increases with the duration of insurer liability, which is typically longer for lia­
bility insurance than for first-party insurance. Delay between the writing of the policy 
and the ultimate disposition of all claims is caused partly by delay in the legal process 
of settling claims. More significant time lapse derives from discovery-based statutes 
of limitations which do not begin to run until the injury and its cause have been or 
with reasonable diligence should have been discovered, which could be many years 
for some medical and environmental losses. The longer the duration of liability, the 
greater the risk than unanticipated information about hazards or new legal standards 
will shift the distribution of expected loss for all outstanding policies. Socio-legal risk 
has become more significant with the expansion of liability for defects in product 
design and warnings and the adoption of statutory liability for environmental damage 
and clean-up (see below). A single ruling can influence hundreds or even thousands 
of cIaims.29 

9.4.2 Effects on Premiums and Contract Design 

The basic theory of insurance prices implies that "fair" premiums equal the discounted 
value of all expected costs associated with writing coverage including the expected 

28 The effect of correlated risk on "crises" and cycles in the supply of liability insurance is discussed 
below. There are two aspects of correlated risk: (a) unfavorable realizations in underlying loss distributions 
that are correlated across policyholders, and (b) errors in forecasting the mean of the underlying distribu­
tions. The actuarial literature refers to the former aspect as process risk and the latter as parameter uncer­
tainty. The economics I behavioralist literature sometimes calls the latter type of risk "ambiguity" (see 
Kunreuther et aI., 1993). 

29 Many of the thousands of asbestos claims arise out of exposure to asbestos in the 1940s and 1950s 
and are based on allegations of failure to warn of the hazards of asbestos exposure. Epstein (1982) argues 
that even if the medical risks were knowable at the time of exposure, the tort liability of asbestos manu­
facturers could not have been anticipated because at that time a worker's sole recourse would have been 
through a workers' compensation claim against his employer. Similarly, environmental liability under 
Superfund could not have been anticipated. Even if courts admit a state of the art defense for product 
injuries in principle, some degree of retroactivity is implicit in basic common law rules of procedure and 
damages, and some courts have explicitly disallowed a state of the art defense. Retroactivity in tort is dis­
cussed in Henderson (1981), Schwartz (1983), Danzon (1984b), and Abraham (1988b). 
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cost of claim payments, underwriting expenses, income taxes, and capital (see Myers 
and Cohn, 1986, and Cummins and Phillips, 2000). The amount of capital that is com­
mitted to support underwriting has a major impact on the fair premium level because 
ofthe tax and agency costs of capital, as well as any systematic risk for which investors 
demand compensation. Higher levels of capital lead to higher premiums and lower 
default risk (e.g., Myers and Cohn, 1986; Cummins and Lamm-Tennant, 1994). 

Increases in risk associated with changes in tort liability rules, proclivities to bring 
suit, and other factors require insurers to hold more capital to be equally safe. Total 
capital costs increase as more capital is held, thus providing a positive link between 
increased risk of claim cost forecast error and prices. 30 Increased risk of forecast error 
for liability insurance claims need not imply that liability insurance necessarily 
requires more capital than certain other types of coverage. For example, the long-tail 
associated with liability claims may allow insurers time to respond gradually to unex­
pected increases in costs, an option not available for catastrophe property losses. A 
key point, however, is that intertemporal increases in risk for a line of business will 
increase the amount of capital and price needed to offer coverage in that line.3 ! 

Severely correlated risk also may affect the optimal form of contract and, perhaps, 
the optimal organizational form of insurers. Doherty and Dionne (1993; also see 
Marshall, 1974) show that correlated risk may cause claims-made policies to domi­
nate occurrence policies and suggest that mutual forms of organization may have a 
comparative advantage over stock forms. Danzon (1984b, 1985) makes similar argu­
ments in explaining the switch from occurrence to claims-made coverage and the 
growth of physician-owned mutuals following the medical malpractice "crisis" of the 
1970s (also see Doherty, 1991, and Winter, 1994). An alternative mechanism for 
sharing risk with respect to the distribution of aggregate losses is use of a contract 
that provides for retroactive adjustment in the premium, through dividends or assess­
ments on policyholders. Such contracts are costly to enforce when there is asymmet­
ric information between insurer and policyholder in observing the true loss or when 
the realized loss depends in part on the insurer's incentive for legal defense (Danzon, 
1985a). The mutual form, which eliminates the policyholder-shareholder conflict, may 
thus have an advantage in assuring optimal investment in legal defense and offering 
contracts with retroactive adjustment or multiperiod policies. Conversely, mutual 
insurers are less able then stock insurers to raise external capital following large losses, 
which could increase the capital that mutuals need to hold ex ante. 

30 Sommer (1996) and Phillips et al. (1998) provide evidence using insurer level data that insurance 
prices are positively related to measures of underwriting risk and capital. Also see Cummins and Lamm­
Tennant (1994). Viscusi (1993) obtains inconclusive evidence of a relationship between premium rates and 
measures of ambiguity using ISO ratemaking files for 1980-84. 

31 A developing alternative to insurers/reinsurers holding more equity capital on their balance sheets is 
to use capital market instruments. such as Act of God bonds, or insurance derivative contracts. However, 
the use of these types of instruments to manage long-tailed liability risk appears problematic given the long 
claims tail and lack of a suitable index that is highly correlated with changes in the value of claim liabil­
ities (Harrington et aI., 1995). 
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The effect of correlated risk on the optimal structure of damage awards and dura­
tion of liability (statutes of limitations) is discussed informally in Danzon (1984b) 
and Rubinfeld (1984) but has not been analyzed rigorously in formal models. More 
generally, the effect of the current structure of liability rules on the risk faced by 
liability insurers has played a major role in the debate over tort reform and liability 
insurance "crises" (see Sections 9.6 and 9.7). 

9.5 CONTRACT INTERPRETATION AND LITIGATION 

The demand for and supply ofliability insurance also are influenced both directly and 
indirectly by the existence and likelihood of extensive litigation over contractual terms 
in the event oflarge claims against policyholders. Hundreds of millions of dollars have 
been spent on liability insurance coverage litigation during the past two decades. Much 
of this litigation has dealt with the interpretation of general liability insurance policies 
for environmental claims and clean-up orders stemming from the Comprehensive 
Environmental Response, Compensation, and Liability Act (CERCLA) of 1980. This 
Act imposed strict, retroactive, and joint and several liability on firms involved in the 
creation, transport, and disposal of environmental toxins. Abraham (1988b, 1991 a) dis­
cusses the numerous aspects of environmental coverage litigation. Doherty and Smith 
(1993) argue that litigation over coverage terms is much more likely in the event of 
large claims involving multiple policyholders, suggesting that the large stakes dwarf 
reputation and other market forces that otherwise discourage litigation. Much general 
liability coverage litigation involves contracts sold during the 1950s through 1970s. In 
most cases the litigants have long since terminated their contractual relationships. 

Specific issues that have been extensively litigated for occurrence liability in­
surance coverage include: (a) the meaning and timing of the occurrence of loss, (b) 
whether government ordered or negotiated clean-up costs are covered damages, (c) 
the meaning of the policy exclusion of pollution damage and damage that is "expected 
or intended" by the insured, and (d) allocation of responsibility for indemnity and 
defense among insurers when an occurrence is deemed to have spanned multiple poli­
cies (e.g., Abraham, 1888b, 1991 a, in the context of environmentallitigation).32 Court 
resolution of these issues often has been influenced by the doctrine of contra profer­
entem (ambiguous terms should be construed against the drafter) and by the doctrine 
of reasonable expectations (see, e.g., Rappaport, 1995). A large legal literature deals 
with these issues. Economic analyses have focused more on the effects of correlated 
risk on the price of coverage, the optimality of occurrence versus claims made cov­
erage, and optimal policy for dealing with environmental clean-up (see Danzon, 1984; 
Menell, 1991; also see Doherty and Dionne, 1993). While this literature may shed 

.12 Cummins and Doherty (1997) analyze the allocation issue; also see Doherty (1997) and Fischer 
(1997). 
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light on possible intentions of the contracting parties, it generally is not dispositive 
with respect to coverage issues. 

A large legal literature also deals with insurer and policyholder obligations with 
respect to defense and settlement (see Abraham, 1991a, and Syverud, 1990). Key 
issues have included the interpretation of contractual provisions that require the pol­
icyholder to (a) promptly notify the insurer of the claim, (b) cooperate in the insurer's 
defense, and (c) forego voluntary payments to the claimant without the insurer's 
consent. An important aspect of this litigation is whether and/or the extent to which 
the policyholder's actions or omissions must materially prejudice the insurer's rights 
in order to void coverage for indemnity and the insurer's duty to defend. 

Syverud (1990) provides detailed discussion of the duty to defend, and he exam­
ines insurer incentives and efficient legal rules when the settlement or judgement is 
highly likely to equal or exceed the policy limits. In such cases the insurer's incen­
tive to minimize the sum of indemnity and defense costs may be dulled, with the result 
that the policyholder may face greater risk of a judgement above policy limits. He 
discusses the potential efficiency of a legal standard that imposes the duty on the 
insurer to settle the claim as if there were no policy limit. He also suggests that tra­
ditional contractual remedies, as opposed to bad faith actions, are sufficient to provide 
insurers with incentives to comply with this type of standard. 

9.6 THE LIABILITY INSURANCE CRISIS 

The so-called liability insurance crisis of the mid-1980s received enormous attention 
by po1icymakers, businesses, insurers, attorneys, and the general public. This episode 
influenced the enactment of a variety of tort reforms by the states, and it stimulated 
extensive research and debate on the causes of the crisis, the dynamics of liability 
insurance prices, and the efficiency of the u.s. tort liability / liability insurance 
system. Figures 3 and 4 illustrate some of the main stylized facts of the crisis using 
industry aggregate data for general liability insurance. Premiums increased sharply in 
1985-86 following several years of progressively larger operating losses to insurers, 
caused in part by declining premium rates in the early 1980s (Figure 3). The premium 
increases were coupled with widespread reports of availability problems, such as lower 
available policy limits. 

Reported claim costs for general liability for accidents in 1985 and 1986 increased 
sharply compared to the early 1980s (Figure 4). Revised estimates of claim costs for 
these years ("developed" losses) a decade later were materially lower than the initial 
estimates, consistent with unexpectedly favorable loss development, over-reaction to 
deteriorating experience in the early 1980s, and/or ex ante overstatement of losses 
by insurers during these years.33 However, the developed loss data also indicate 

JJ The "developed" losses shown in Figure 4 are those reported 9 years after the accident year for acci­
dent years 1980-1988. The losses for later accident-years are those reported as of year-end 1997. 
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substantial loss growth during the mid 1980s. This section first provides brief back­
ground on commercial liability insurance markets. We then summarize theoretical and 
empirical work on the causes of crisis. 

9.6.1 Competition, Price Volatility, and the Underwriting Cycle 

The structure of the market for most property-liability insurance lines, including 
general liability insurance, generally has been regarded as highly competitive (e.g., 
MacAvoy, 1977, Danzon, 1984b, Clarke et al., 1988, Harrington, 1988; Winter, 1988; 
also see Joskow, 1973). Market concentration generally is low whether measured at 
the state or national level, especially for commercial lines, such as general liability. 
Most studies concur that there exist no substantial barriers to entry in liability insur­
ance. Absent cooperative arrangements for the pooling of data on claim costs, large 
insurers might have a significant advantage over small insurers in forecasting future 
claims. Current institutional arrangements for cooperative activity are likely to reduce 
the fixed costs of ratemaking for individual firms and mitigate this potential entry 
barrier (see, for example, Danzon, 1983, 1992). While subject to the usual measure­
ment problems, studies of accounting returns on insurer capital indicate that property­
liability insurer returns have been average or below average compared to other 
industries. 

The "underwriting cycle" is an interesting feature of the industry. Property­
liability insurance markets have been characterized historically by "soft" markets, in 
which prices are stable or falling and coverage is readily available, followed by "hard" 
markets, in which prices rise rapidly and availability declines. Several studies provide 
evidence that reported underwriting profit margins follow a second-order autoregres­
sive process that is consistent with a cycle (see Harrington and Niehaus, 2000). These 
patterns have not been adequately explained by changes in the main factors that affect 
the discounted expected costs of providing coverage.34 The traditional view of under­
writing cycles by industry analysts emphasizes fluctuations in capacity to write cov­
erage caused by changes in surplus and insurer expectations of profitability on new 
business. Competition purportedly drives prices down to the point where underwrit­
ing losses deplete capital; insurers ultimately constrain supply in order to prevent 
financial collapse. Price increases then replenish surplus until price-cutting resumes. 

9.6.2 Causes of the 1980s Crisis 

A large literature has sought to explain the mid-1980s hard market in general liabil­
ity insurance, arguably the most severe hard market for any property-liability insur-

14 Cummins and Outreville (1987) examine the question of whether cycles in reported underwriting 
results are simply caused by financial reporting procedures and lags in price changes due to regulation. 
They note that these phenomena are unlikely to explain large price fluctuations in the commercial liabil­
ity insurance market in the mid-1980s. In a related vein, Doherty and Kang (1988) essentially argue that 
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ance coverage during the 20th century.35 Possible explanations that have been proffered 
and analyzed include changes in the discounted expected cost of providing coverage, 
adverse selection, negative shocks to insurer capital from unexpected growth in claim 
costs, excessive price cutting by some insurers in the early 1980s, and alleged insurer 
collusion during the hard market. These explanations are not mutually exclusive. With 
the exception of the collusion hypothesis, which is prima facie inconsistent with 
market structure and price dynamics, each of these explanations has some force. 

Growth in Expected Costs 

Growing Expected Claim Costs and Declining Interest Rates. Several studies have 
attempted to explain rapid growth in premiums and availability problems in the com­
mercialliability insurance market during the mid-1980s by changes in the cost of pro­
viding coverage. Harrington (1988) and Harrington and Litan (1988) provide evidence 
that rapid premium growth in general liability insurance was associated with upward 
revisions in loss reserves for prior years' business and rapid growth in reported losses 
for new accidents (see Figure 4). The results suggest that growth in reported losses 
for new accidents and decreases in interest rates (which increased the present value 
of expected claim costs) can explain much of the premium growth. However, premi­
ums grew more slowly than implied by changes in the estimated discounted value of 
reported losses on new business during the early 1980s and more rapidly than implied 
by such changes during 1985-86. As is clear from Figure 4, incorporating subsequent 
revisions in loss forecasts for accidents in the mid 1980s would materially increase 
the unexplained portion of price changes. 

Higher Taxes. The Tax Reform Act of 1986 substantially increased income taxes on 
property-liability insurers, in part by requiring discounting of loss reserves for tax 
purposes. Logue (1996) argues that this increase in effective tax rates, which was 
anticipated in 1985, may have had a material effect on the price increases in long­
tailed liability lines during 1985-86. Bradford and Logue (1996), however, conclude 
that while changes in tax law likely had a material effect on prices for long-tailed 
liability lines, the effect was small relative to changes in loss experience. 

Increased Risk. Clarke et al. (1988) attributed price increases and availability prob­
lems to growth in the expected value and uncertainty of future liability claim costs 
(also see Abraham, 1988a,b). Several studies argue that greater uncertainty increased 
prices needed to cover expected future costs including the cost of capital (e.g., 
Danzon, 1984, Clarke et aI., 1988, and Winter, 1988). That liability insurance claim 

cycles reflect slow adjustment of premiums to the present value of future costs, but they do not identify 
causes of lags in adjustment. See chapter 20 in this volume for further discussion. 

35 See Harrington (1990), Abraham (1988a, 1991 b), Cummins, Harrington, and Klein (1991), and Winter 
(l991a) for further background and discussion of possible causes. Also see Trebilcock (1988). 
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costs became less predictable during the 1980s seems plausible given growth in jury 
awards, punitive damages, and expansive interpretations of liability insurance con­
tract terms by the courtS.36 However, distinguishing a change in the ex ante distribu­
tion of costs from unfavorable realizations with stable distributions is problematic with 
available data. Clarke et al. (1988) show that the standard deviation of loss ratios for 
general liability insurance increased during the 1980s compared to the 1970s. This 
result could largely reflect unfavorable realizations of claim costs during the latter 
period, as opposed to an ex ante increase in uncertainty. Cummins and MacDonald 
(1991) analyze liability insurance claim data during the late 1970s and early 1980s. 
They provide empirical evidence suggesting an ex ante increase in the variability of 
claim cost distributions.3? 

Adverse Selection. Priest (1987) argues that expansion in tort law and associated 
increases in uncertainty aggravated adverse selection to the point where coverage 
sometimes became unavailable at any price during the 1980s hard market. He also 
suggests that an unraveling of insurance pools, which increased prices as relatively 
low risk buyers ceased to buy coverage, can explain much of the general liability 
insurance price increases. The anecdotal evidence about widespread availability prob­
lems strongly suggests that adverse selection aggravated the hard market.38 Other 
observers and evidence, however, generally suggest that increased adverse selection 
was not a primary cause of the crisis (see, e.g., Abraham, 1991, and Winter, 1991a). 

Summary. The overall evidence suggests that growth in conditional expectations of 
claim costs, lower interest rates, higher taxes, increased risk, and increased adverse 
selection combined to have a material effect on general liability insurance prices 
during the mid 1980s. Nonetheless, these cost-based explanations have a difficult time 
explaining the suddenness of the premium increases. This is especially true given 
evidence that the frequency of lawsuits and the size of awards, while subject to sub­
stantial secular growth, did not increase sharply during 1984-86 (see, for example, 
Hensler et al., 1988; U.S. GAO, 1988) Indeed, the suddenness and severity of the mid 
1980s hard market provided a major impetus to look for other explanations. 

Shocks to Capital 
The events in the U.S. commercial liability insurance market in the 1980s helped 
spawn a large literature on the effects of shocks to capital, such as a large, unexpected 

36 Abraham (l988b) argues that expansive court decisions concerning contract language contributed to 
availability problems in the market for environmental impairment liability coverage in the mid 1980s. 

37 Increased variability in liability insurance claim costs need not be caused by an increase in idio­
syncratic variation in individual awards and, of course, does not imply that court awards are largely unpre­
dictable. Osborne (1999), for example, provides evidence of substantial predictability of awards given 
pre-trial information. 

J8 Berger and Cummins (1992) formally model adverse selection in liability insurance where buyer loss 
distributions are characterized by mean-preserving spreads. 
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increase in claim costs, on the supply of insurance.39 Theoretical contributions include 
studies by Winter (1988, 1991b, 1994), Gron (1994a), Cagle and Harrington (1995), 
Doherty and Garven (1995), and Cummins and Danzon (1997). While the details 
differ, the main implication is that shocks to capital can cause otherwise inexplicable 
price increases and quantity reductions consistent with a hard market. The intuition 
is simple. The supply of capital to the industry is inelastic in the short run due to 
market imperfections. A sudden reduction in capital therefore causes insurers to 
reduce supply to prevent a large increase in insolvency risk, which would jeopardize 
insurer-specific assets and reduce the price that default-risk sensitive buyers would be 
wiIIing to pay for coverage.40 The higher prices and lower quantities associated with 
the backward shift in supply then help to replenish insurer capital, gradually shifting 
the supply curve out, thus lowering price and increasing quantity. 

The most important prediction of the capital shock models is that insurance prices 
and insurer profits wiII be negatively related to insurer capital, and loss ratios (ratios 
of losses to premiums) should be positively related to capital. Winter (1994) regresses 
an "economic loss ratio" for general liability insurance on lagged values of insurer 
capital relative to its previous five-year average and interest rates. The coefficients on 
the lagged capital variables are positive and statistically significant in most of his 
specifications. During the 1980s, however, the correlation between insurer capital and 
the economic loss ratio is negative. Thus, his empirical model is unable to explain the 
liability insurance crisis.41 Gron (1994b) analyzes industry aggregate underwriting 
profit margins for four lines of business including general (other) liability. The results 
suggest a negative relationship between underwriting profits and the ratio of capital 
to GDP, which is consistent with the notion that prices increase when capital 
(capacity) falls. 42 

Cummins and Danzon (1997) estimate a two-equation system for price (economic 
loss ratio) and capital using insurer level panel data for general liability insurance 
during 1979-87. Their results suggest a negative relation between prices and capital 
and that insurers are more likely to raise capital following a price increase. However, 
they conclude that shocks to surplus cannot explain the sharp price increases of 

39 A detailed review of this literature is contained in chapter 20 of this volume. 
40 Some authors suggest that regulatory constraints, such as restrictions on the allowable ratio of pre­

miums to capital, exacerbate the supply shift (see Winter, 1991 b, for detailed analysis of this case). In prac­
tice, however, constraints on premiums relative to capital are informal. As is true for risk-based capital 
requirements adopted in the I990s, these constraints are unlikely to be binding for most insurers at once, 
even at the time of a hard market. 

41 Winter suggests that ex post unfavorable realizations of losses or omission of reinsurance capacity 
from the capital variables may explain the 1980s results. Berger et al. (1992) analyze shocks to reinsur­
ance supply during the 1980s crisis and provide evidence that shocks disrupted the price and availability 
of reinsurance. 

42 Gron (1994a) regresses both the difference between premiums and underwriting expenses and the dif­
ference in the ratio of all lines premiums to underwriting expenses on lagged capital and a variety of control 
variables. The results indicate that changes in the margin between premiums and underwriting expenses 
are negatively related to lagged values of capital, providing some support for the capital shock model. 
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1985-86. Doherty and Garven (1995) use insurer panel data first to estimate the sen­
sitivity of insurer underwriting returns to interest rate changes and then explain cross­
firm differences in interest rate sensitivity. Their results suggest that capital shocks 
due to interest rate changes influence prices. 

Like the expected-cost growth explanations, the lack of sharp evidence of a 
sudden and large reduction in capital during 1984-85 represents a weakness of the 
capital shock explanation of the mid 1980s hard market. The theory and empirical 
evidence nonetheless suggest that upward revisions in loss reserves, which depleted 
capital, and increases in the discounted expected cost of providing coverage can 
explain much of what occurred. In addition, the capital shock literature has materi­
ally increased understanding of price and capital dynamics in the insurance industry. 

Excessive Price Cutting in the Early 1980s 
Did "excessive" price cutting in the early 1980s aggravate losses and contribute to the 
mid-1980s hard market? Winter's model (1988, 1994) implies that positive shocks to 
capital may explain the soft phase ofthe underwriting cycle and short-run prices below 
long-run equilibrium prices. In effect, costs associated with paying out "excess" 
capital in the form of dividends or share repurchases might make selling policies for 
less than the long-run equilibrium price less costly than either paying out the capital 
or having it insufficiently utilized to support additional OUtpUt.43 

McGee (1986) suggests that heterogeneous expectations of future claim costs 
among insurers could affect pricing behavior during soft markets. Harrington (1988a) 
suggests that aggressive behavior by firms with little to lose in the event of default 
and risk insensitive policyholders could influence price reductions during soft 
markets. Harrington and Danzon (1994) consider whether some firms may price below 
cost because of moral hazard that results from limited liability and risk-insensitive 
guaranty programs. They also consider whether other insurers may price below cost 
due to heterogeneous information concerning future claim costs and resulting winner's 
curse effects. A key aspect of these hypotheses is that aberrant behavior by a rela­
tively small number of firms may induce market wide responses. When faced with 
underpricing, other firms may cut prices to preserve market share and thus avoid loss 
of quasi-rents from investments in tangible and intangible capital. Harrington and 
Danzon use cross-section data from the early 1980s to test whether moral hazard 
and/or heterogeneous information contributed to differences in general liability insur­
ance prices and premium growth rates among firms. They provide some evidence that 
is consistent with moral hazard but not winner's curse effects. 

Collusion 
The McCarran-Ferguson Act, which was enacted by the u.s. Congress in 1945, estab­
lishes the primacy of state insurance regulation and provides the insurance industry 

43 Yuengert (1991) also considers the issue of whether excess capacity leads to soft markets. 
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with a limited exemption from federal antitrust law. This exemption protects certain 
cooperative activities to the extent that the activities are regulated by the states or 
unless boycott, coercion, or intimidation is involved.44 The development of advisory 
rates and policy forms by the Insurance Services Office (ISO) became the subject of 
considerable controversy during and following the 1980s hard market. The attorneys 
general of nearly twenty states filed a federal antitrust suit against the ISO and numer­
ous insurers, and the Congress proposed repeal or narrowing of the industry's antitrust 
exemption.45 An NAIC committee proposed prohibiting expense and profit loadings 
in advisory rates, and the ISO voluntarily complied, instead disseminating only devel­
oped and trended loss costs. Several observers argued that the ISO advisory rate 
system aggravated rate increases during the crisis. A few (e.g., Angoff, 1988) sug­
gested that advisory rates served as a "focal point" for collusive price increases. 

After the enactment of the McCarran-Ferguson Act, it is likely that prior approval 
regulation encouraged insurers to use rates developed by rate service organizations 
(see 10skow, 1973, MacAvoy, 1977). However, the institutional environment gradu­
ally evolved away from ratemaking in concert for most lines of business. Most authors 
argue that market structure and pricing behavior are prima facie inconsistent with 
collusive price increases and that rate service organizations enhance efficiency 
(see Danzon, 1983, 1992; Clarke et ai., 1988; Winter, 1988; and 10skow and 
McLaughlin, 1991). 

9.7 EFFICIENCY OF THE TORT LIABILITY / 
LIABILITY INSURANCE SYSTEM 

The United States tort liability / liability insurance system has been the subject of 
enormous debate during the past two decades. One polar view is that the tort liabil­
ity system is reasonably efficient and, if anything, requires further expansion to 
achieve efficient deterrence. The alternative polar view is that the tort liability system 
has devolved into a system of expensive and unpredictable rent seeking by plaintiffs' 
and their attorneys, which in turn creates an excessive and highly unpredictable 
tax on the U.S. economy.46 This section identifies some of the main points in this 
debate. 

44 Many states provide insurers with similar exemptions from state antitrust statutes. 
45 The attorneys general antitrust suits alleged that the ISO, the Reinsurance Association of America, 

and a number of insurers and brokers engaged in collusion and boycott when making changes in the stan­
dard form of general liability coverage during 1984-85. The major charges dealt with the inclusion of an 
optional claims-made form, the inclusion of the retroactive date in the claims-made form, the absolute pol­
lution exclusion, and a proposal (not adopted) to include insurer defense costs within policy limits. After 
the U.S. Supreme Court allowed the case to go forward, holding in part that the McCarran exemption did 
not protect some of the alleged conduct, the suits were settled. The ISO agreed to modest restructuring and 
the inclusion of outside board members as part of the settlement. Ayers and Siegelman (1989) suggest an 
exclusionary explanation for the suits; Priest (1989) provides a rebuttal. 

46 Huber (1990) and Olson (1992) provide provocative renditions of this latter view. 
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9.7.1 Efficient Compensation versus Efficient Deterrence 

Ignoring deterrence, it generally is recognized that the tort liability system is an 
inefficient mechanism of compensation for harm and risk-spreading. The policy 
dilemma is that deterrence cannot be ignored. Most characteristics of the tort liabil­
ity system that seem clearly inefficient from a compensation perspective provide at 
least some deterrent to harm. Because it is exceedingly difficult to provide concrete 
evidence of whether a particular tort liability rule is efficient, it is likewise difficult 
to reach intellectual consensus, let alone political consensus, on whether material 
changes in the tort liability system would enhance efficiency. 

Transaction Costs of Third-Party versus First-Party Insurance 
It is popular to compare liability insurance to first-party insurance and to note 
that, from the standpoint of delivering compensation to the victim, the loading in 
liability insurance premiums appears to be much greater. For example, roughly 
40 cents of the product liability or medical malpractice insurance dollar reaches the 
victim as compensation; roughly 40 cents is litigation expense, divided evenly 
between plaintiff and defense, and the remainder is insurance overhead (Munch, 1977; 
Kakalik and Pace, 1986). By contrast, the loading for large group first-party medical 
insurance may be less than 10 cents of the insurance dollar, although higher for small 
groups and individual policies. Of course, a simple comparison of loading charges 
is an inappropriate measure of overall efficiency since part of the purpose of the 
litigation expense component of liability insurance is enforcement of liability 
rules which in principle serve a deterrent as well as a compensation function. Thus, 
from a social perspective, liability and first-party insurance perform different 
functions and are used in contexts that make them non-comparable. About all that 
can be said is that the administrative costs of tort liability are not justified if the 
impact oflegal rules on deterrence is less than some critical level (see Shavell, 1987, 
ch. 11). 

Epstein (1986) and Priest (1987) examine product liability as an insurance market 
and argue that it is much less efficient than first-party insurance for purposes of 
controlling moral hazard and adverse selection on the part of consumers. But in 
the context of two party accidents such as consumer product injuries, first-party 
insurance is relatively inefficient at controlling moral hazard on the part of produc­
ers, just as liability insurance does little to control moral hazard on the part of 
consumers. There is an exact parallel here between liability insurance and liability 
rules: just as one-sided liability rules such as caveat emptor and strict liability 
without a contributory negligence defense are inefficient for controlling bilateral 
accidents, the associated insurance arrangements similarly fail to provide efficient 
incentives for care to the party that is immune from liability. It is not obvious a 
priori that first-party insurance is more efficient than liability insurance for bilateral 
accidents. 
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Non-Pecuniary Losses, Collateral Sources, and Punitive Damages 
Two common examples of alleged inefficiency in tort damages from the perspective 
of optimal compensation and risk -spreading are damages for pain and suffering and 
punitive damage awards. Requiring injurers to compensate the injured for non­
pecuniary losses, such as pain and suffering, and not allowing offset for the injured 
party's collateral sources of compensation can be justified on efficiency grounds. The 
basic argument is that failure to hold injurers liable for the "full" loss leads to 
inefficient incentives to control losses. However, damages for non-pecuniary losses 
are inefficient from a compensation and risk-spreading incentive, as has been empha­
sized in the literature on automobile insurance no-fault laws and more recently in the 
products liability literature. Whether rational consumers would choose to insure non­
pecuniary losses is theoretically ambiguous, given that higher marginal utility of 
wealth following such losses cannot be ruled out from first principles. Many authors 
presume that higher marginal utility following non-pecuniary losses is unlikely, citing 
the relative dearth of first-party insurance for non-pecuniary losses as support (e.g., 
Rubin, 1993, for detailed discussion). Viscusi and Evans (1990) use survey data on 
wage premia that chemical workers would demand to be exposed to various chemi­
cals. Their analysis provides some support for the hypothesis that marginal utility 
declines following non-pecuniary loss. These arguments and evidence, however, are 
not dispositive. The theory is ambiguous, insurance markets for non-pecuniary loss 
might fail due to transaction costs and moral hazard, and the empirical evidence on 
pre- and post-loss marginal utility is slender. Thiel (1998; also see Croley and Hansen, 
1995) provides detailed discussion of these issues.4? 

Similarly, requiring defendants to pay punitive damages in some circumstances 
can be justified as necessary to promote efficient deterrence, for example, if incen­
tives for injured parties to bring suit are inadequate for certain types of harm (e.g., 
Shavell, 1987). Although some highly publicized punitive damage awards may appear 
to be ludicrous on the face, it often can be argued, at least by plaintiffs' and plain­
tiffs' counsel, that these damages are necessary to discourage injurious activity that 
might not be efficiently deterred through compensatory damages alone. 

Distributive Effects 
A popular view among some segments of society is that litigation, including in many 
cases punitive damages, is necessary to promote social justice (i.e., to "bring large 
corporations to heel," to "send a message," and so on). While addressing issues of 
justice/fairness is beyond the scope of this chapter, implicit in this view is that an 
expansive tort liability system achieves a progressive redistribution of income. 

47 Thiel (1998) also argues that incorporating concern for post-accident utility into pre-accident prefer­
ences can motivate rational consumers to demand compensation for pain and suffering even if marginal 
utility does not increase following non-pecuniary loss. The argument may border on tautology: consumers 
demand compensation for pain and suffering because knowing that it will be paid ex post makes them 
happier ex ante. 
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However, the distributional effects of the tort liability system are complex, with some 
if not most of the costs borne by consumers of products and services and individuals 
involved in mundane albeit risky activities. A number of studies have analyzed ways 
in which the tort liability / liability insurance system could have regressive distribu­
tional effects. If consumers with different levels of wealth purchase the same risky 
products, for example, the increment in price necessary to cover the expected cost of 
product injury will be invariant to income, but the expected indemnity from tort 
liability action increases with wages. Moreover, compulsory auto liability laws 
generally can be expected to transfer some wealth from low-wealth persons who 
otherwise would drive uninsured to higher-wealth persons who would buy coverage 
voluntarily (e.g., Harrington, I 994b ). 

9.7.2 Endogeneity of Insurance, Liability Rules, and Litigation 

Much of the law and economics literature on tort liability focuses on efficient deter­
rence, often either explicitly or implicitly assuming that injurers are either risk neutral 
or can purchase actuarially fair insurance. A smaller but important literature adopts a 
positive approach to explain why certain liability rules have been adopted in particu­
lar circumstances, arguing that strong incentives exist for efficiency in common law 
(e.g., Landes and Posner, 1981, 1987). The implication-that common law tort lia­
bility rules efficiently deter harm-provides a strong intellectual foundation for the 
current U.S. tort liability system, thereby undercutting the case that material changes 
in tort liability law would produce significant efficiencies. Nonetheless, it can be 
argued that the tort liability system is biased in several respects towards excessive 
awards. Intuition and analysis suggest that the incentives of injured parties to maxi­
mize damages ex post are inefficient ex ante (see Kaplow and Shavell, 1996). A sizable 
literature considers the efficiency of contingency fee systems in this regard. There is 
also evidence that jury decisions, in particular the size of awards, are influenced by 
knowledge of the defendant's liability insurance coverage, although in principle this 
usually is not admissible evidence.48 

More generally, many persons argue that the shift to strict product liability in 
recent years and other expansions in tort liability reflect in large part the perception 
of courts that corporate defendants can obtain and pass on the costs of liability insur­
ance more readily than individuals can obtain first-party insurance. Indeed, the risk­
spreading rationale clearly played a central role in the adoption of strict liability. The 
earlier discussion in this chapter makes it clear, however, that risk-spreading through 
product markets and liability insurance is far from costless. Syverud (1994) argues 
further that feedback effects between liability insurance coverage and litigation have 

48 For example, Chin and Peterson (1985) find that jury verdicts are significantly higher for the same 
type of injury if the defendant is a corporation or physician, rather than an individual. Danzon (1980) pro­
vides evidence of a positive relation between award and limits of the defendants' insurance coverage. 
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produced socially excessive levels oflitigation and costs (also see D'Arcy, 1994). The 
basic argument is that expanding tort liability increases the demand for liability insur­
ance, which in turn leads to additional and expansive litigation because of the greater 
prevalence of liability coverage. Bias on the part of sympathetic jurors, costly risk­
spreading through product and liability insurance markets, and the cost-increasing 
effects of widespread liability insurance coverage on incentives to litigate undermine 
the efficient deterrence justification for the current U.S. tort liability system. 

9.7.3 Evidence on Deterrence 

Despite the policy interest in the effect of liability rules on resource allocation to loss 
control and the possible dulling effect of liability insurance, empirical evidence is 
limited and inconclusive. One fundamental problem is the unobservability of relevant 
rules of common law and of injury rates as opposed to claim rates. Moreover, the rate 
of injuries, claim frequency and severity, legal expenditures, and legal rules are simul­
taneously determined. Data necessary to identify the structural equations of this 
system are generally not available. Several studies have estimated the effects of 
liability on resource allocation in medical care, but without a measure of injury rates 
have been unable to distinguish cost-justified improvements in injury prevention that 
liability is intended to induce from wasteful "defensive medicine" (e.g., Danzon, 
1989). Other studies have estimated the impact of a limited set of legal rules on the 
frequency and severity of claims (for medical malpractice, see Danzon, 1984, 1986; 
Danzon and Lillard, 1984; Sloan et aI., 1989a,b; for product liability, see Viscusi, 
1989, and the literature on tort reform discussed below). None of these studies have 
measured whether liability insurance with imperfect experience rating undermines the 
incentive effects of liability rules.49 

Measurement of the relevant law and insurance parameters is generally easier 
where liability is governed by statute rather than common law, as in workers' com­
pensation and no-fault automobile regimes. Data on accident rates as opposed to claim 
rates are also available, although subject to reporting error. Most of the evidence is 
for work-related injuries and automobile accidents (see chapters 12 and 13 in this 
volume). Empirical studies, for example, provide evidence of a positive relation 
between workers' compensation benefit levels and claim rates, in part due to increased 
reporting of injuries by workers, and that experience rating influences claim rates. A 
number of studies of automobile injuries (e.g., Zador and Lund, 1986; McEwin, 1989; 
Devlin, 1992; and Cummins and Weiss, 1999; also see Landes, 1982) provide evi­
dence of a relationship between auto no-fault laws and motor vehicle fatality rates or 
claims, especially outside of the United States. 

49 Consistent with a possible disciplining effect on the level of risky activity. Core (1999) presents evi­
dence that insurers charge higher premiums for directors and officers liability insurance to firms with 
weaker measures of corporate governance. 
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Nonetheless, the relative dearth of direct and reliable evidence of the deterrent 
effects of tort liability impedes conclusions about the efficiency of various tort lia­
bility rules and procedures. While some advances on this dimension are likely in the 
future, the general problem will likely remain. If more hard evidence on deterrent 
effects were available, reliable estimates of the costs of deterrence and whether other 
means of achieving deterrence would involve lower or higher costs would still often 
be unavailable. 

9.7.4 Effects of Tort Reform 

Many states adopted modest "reforms" in their tort liability systems following the 
mid-1980s hard market in commercial liability insurance, such as partial limits on 
pain and suffering awards and partial modification of the collateral source rule. These 
changes to some extent paralleled earlier changes in laws governing medical mal­
practice liability. The policy debate over tort refonn often hinges, at least in part, on 
how much a refonn might be expected to reduce premium rates (e.g., Harrington, 
1994a). A number of studies analyze the effects of tort refonns on liability insurance 
claims and claim costs (see Danzon, 1984a; Viscusi et ai., 1993; Born and Viscusi, 
1994; Lee et ai., 1994). The evidence generally suggests that some of the refonns 
helped reduce claim costs. However, reliable analysis of the effects of changes in tort 
law on injuries, claim costs, and premiums must confront several challenging econo­
metric issues. These include the large variety of statutory changes clustered in calen­
dar time for a relatively small number of cross-sectional units (states), as well as 
potential endogeneity I self-selection issues. 

9.8 CONCLUSIONS 

The theory of efficient deterrence of hann through tort liability is one of the main 
pillars of modern law and economics. The basic notion that tort liability rules can help 
minimize the total cost of risk in society is fundamentally sound. Unfortunately, 
numerous complications arise from imperfect infonnation, limited wealth I limited 
liability, and a variety of factors that impede and increase the cost of risk-spreading 
through liability insurance. Liability insurance is often a blunt and costly instrument 
for transmitting tort liability incentives to potential injurers. There is an unavoidable 
trade-off between efficient deterrence and efficient compensation I risk-spreading. 
Although the key policy issues often are theoretically ambiguous and resistant to reli­
able empirical analysis, increased understanding of the limits of liability rules and 
liability insurance markets as mechanisms for promoting efficient deterrence and 
risk-spreading represents major intellectual progress. 

Our own reading of the theory and evidence, only a portion of which is intro­
duced in this chapter, is that efficiency could be enhanced by restricting tort liability 
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in a number of ways (e.g., by allowing greater freedom to restrict damages by con­
tract, see Rubin, 1993, by requiring losers in litigation to pay winners' legal costs 
under more circumstances, and/or by statutory limits on pain and suffering awards, 
punitive damages, and perhaps the doctrine of joint and several liability). Given 
enough concern about reduced deterrence, such restrictions might be combined with 
greater reliance on other tools for deterring harmful activity and inadequate precau­
tions. We won't opine on how much living standards would improve given suitable 
changes in the U.S. tort liability system, apart from suggesting that the increase would 
be non-trivial. It appears likely, however, that efficiency-increasing changes to the tort 
liability system will be slow and incremental unless C'r until there is compelling evi­
dence that the system produces widespread and sizable reductions in living standards. 
The costs of the present system's excesses and the potential benefits of reform are 
sufficiently opaque to encourage a bias toward the status quo. The system's excesses 

are not unlike a physical ailment that reduces the quality of life, but which does not 
appear life-threatening. The victim adapts and applies minor remedies; more invasive 
treatment is eschewed unless symptoms deteriorate. 
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We survey recent developments in the economic analysis of insurance fraud. The paper 
first sets out the two main approaches to insurance fraud that have been developed in 
the literature, namely the costly state verification and the costly state falsification. 
Under costly state verification, the insurer can verify claims at some cost. Claims' 
verification may be deterministic or random. Under costly state falsification, the pol­
icyholder expends resources for the building-up of his or her claim not to be detected. 
We also consider the effects of adverse selection, in a context where insurers cannot 
distinguish honest policyholders from potential defrauders, as well as the conse­
quences of credibility constraints on anti-fraud policies. Finally, we focus attention 
on the risk of collusion between policyholders and agents in charge of marketing 
insurance contracts. 

Keywords: Fraud, audit, verification, falsification, collusion, build-up. 
JEL Classification Numbers: D80, G22. 

10.1 INTRODUCTION 

Insurance fraud is a many-sided phenomenon. I Firstly, there are many different 
degrees of severity in insurance fraud, going from build-up to the planned criminal 
fraud, through opportunistic fraud. Furthermore, insurance fraud refers primarily to 
the fact that policyholders may misreport the magnitude of their losses2 or report an 

* I am particularly grateful to two referees for their detailed comments on a previous version of this 
chapter. 

1 See the chapter by Georges Dionne in this book on empirical evidence about insurance fraud. 
2 Note that a claimant is not fraudulent if he relies in good faith on an erroneous valuation of an appar­

ently competent third party-see Clarke (1997)-. However, insurance may affect fraud in markets for cre­
dence goods, i.e., markets where producers may provide unnecessary services to consumers who are never 
sure about the extent of the services they actually need. See Darby and Karni (1973) on the definition of 
credence goods and Dionne (1984) on the effects of insurance on the possibilities of fraud in markets for 
credence goods. 
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accident that never occured, but there is also fraud when a policyholder does not dis­
close relevant information when he takes out his policy or when he deliberatly creates 
further damages to inflate the size of claim. Lastly, insurance fraud may result from 
autonomous decision-making of opportunist individuals, but often it goes through col­
lusion with a third party. 

Since Becker (1968) and Stigler (1970), the analysis of fraudulent behaviors is 
part and parcel of economic analysis and there is a growing theoretical literature 
dealing with insurance fraud. Making progress in this field is all the more important 
that combating insurance fraud is nowadays a major concern of most insurance 
companies. 

This survey of recent developments in the economic theory of insurance fraud is 
organized as follows. Sections 10.2-10.4 set out the two main approaches to insur­
ance fraud that have been developed in the literature: the costly state verification and 
the costly state falsification. Both approaches should be considered as complemen­
tary. Under the costly state verification hypothesis, the insurer can verify damages but 
he then incurs a verification (or audit) cost. Under costly state falsification, the poli­
cyholder expends some resources for the building-up of his or her claim not to be 
detected by the insurer. In Section 10.2, we first describe the general framework used 
in most parts of our study, namely a model in which a policyholder has private infor­
mation about the magnitude of his losses and who may file fraudulent claims. We then 
turn to the analysis of costly state verification procedures under deterministic audit­
ing. In practice, claim handlers are, to some extent, entrusted with claims verification 
but, more often than not, state verification involves some degree of delegation. Indeed, 
there are specific agents, such as experts, consulting physicians, investigators or attor­
neys who are in charge of monitoring claims. Under deterministic auditing, claims 
are either verified with certainty or not verified at all, according to the size of the 
claim. Recent developments in the economic theory of insurance fraud surveyed in 
sections 10.3 and 10.4 emphasize the fact that policyholders may engage in costly 
claims falsification activities, possibly by colluding with a third party such as an auto 
mechanic, a physician or an attorney. Section 10.3 remains within the costly state ver­
ification approach. It is devoted to the analysis of auJit cost manipUlation: policy­
holders may expend resources to make the verification of damages more difficult. 
Section 10.4 addresses the (stricto sensu) costly state falsification approach: at some 
cost, policyholders are supposed to be able to falsify the actual magnitude of their 
losses. In other words, they can take acts that misrepresent the actual losses and then 
the claims' build up cannot be detected. Sections 10.5 to 10.7 set out extensions of 
the costly state verification model in various directions. Section 10.5 focuses on 
random aUditing. Section 10.6 characterizes the equilibrium of a competitive insur­
ance market where trades are affected by adverse selection because insurers cannot 
distinguish honest policyholders from potential defrauders. Section 10.7 focuses on 
credibility constraints that affect antifraud policies. Section 10.8 focuses on collusion 
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between policyholders and agents in charge of marketing insurance contract. Section 
lO.9 concludes. Proofs and references for proofs are gathered in an appendix. 

10.2 COSTLY STATE VERIFICATION: THE CASE OF 
DETERMINISTIC AUDITING 

Identical insurance buyers own an initial wealth Wand they face an uncertain mone­
tary loss x, where x is a random variable with a support [0, x] and a cumulative dis­
tribution F(x). The no-loss outcome-i.e., the "no-accident" event-may be reached 
with positive probability. Hence x is distributed according to a mixture of discrete and 
continuous distributions: x has a mass of probability f(O) at x = 0 and there is a con­
tinuous probability density functionf(x) = r(x) over (0, x]. In other wordsf(x)/[1 -
.!CO)] is the density of damages conditional on a loss occurring. 

The insurance policy specifies the (non negative) payment leX) from the insurer 
to the policyholder if the loss is x and the premium P paid by the policyholder. The 
realization of x is known only to the policyholder unless there is verification, which 
costs c to the insurer. 

For the time being, we assume that the insurer has no information at all about the 
loss suffered by the policyholder unless he verifies the claim through an audit, in 
which case he observes the loss perfectly.3 We will later on consider alternative 
assumptions, namely the case where the insurer has partial information about the 
loss suffered (he can costlessly observe whether an accident has occurred but not the 
magnitude of the loss) and the case where the claim is a falsified image of true 
damages. 

The policyholder's final wealth is Wf = W - P - x + t(x). Policyholders are 
risk-averse. They maximize the expected utility of final wealth EU(Wr), where U(-) 
is a twice differentiable von Neumann-Morgenstern utility function, with U' > 0, 
U" < O. 

A deterministic auditing policy specifies whether a claim is verified or not 
depending on the magnitude of damages. More precisely, following Townsend (1979), 
we define a deterministic audit policy as a verification set Me [0, x], with comple­
ment M, that specifies when there is to be verification. A policyholder who experi­
ences a loss x may choose to file a claim X. If x E M, the claim is audited, the loss x 
is observed and the payment is t(x). If x E Me, the claim is not audited and the payment 
to the policyholder is lex). 

A contract () = {to, M, P} is said to be incentive compatible if the policyholder 
thruthfully reveals the actual loss, i.e., if x = x is an optimal strategy for the policy-

3 On insurance fraud with imperfect auditing, see Abadie (1999). On imperfect auditing, in contexts 
which are different from insurance fraud, see Baron and Besanko (1984) and Pue1z and Snow (1995). 
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holder. Lemma 1 establishes that any contract is weakly dominated4 by an incentive 
compatible contract, in which the payment is constant in the no-verification set M C 

and always larger in the verification set than in the no-verification set. 

Lemma 1. Any contract 8 = {to, M, P} is weakly dominated by an incentive com­
patible contract 8 = {to, M, P} such that: 

t(x)=to for XEM C 

t(x»to for xEM 

where to is some constant. 

The characterization of the incentive compatible contracts described in Lemma 1 
is quite intuitive. In the first place, truthful revelation of the actual loss is obtained by 
paying a constant indemnity in the no-verification set, for otherwise the policyholder 
would always report the loss corresponding to the highest payment in this region. 
Secondly, if the payment were lower for some level of loss located in the verification 
set than in the no-verification set, then, for this level of loss, the policyholder would 
announce falsely that his loss is in the no-verification set.s 

Lemma 1 implies that we may restrict our characterization of optimal contracts 
to such incentive compatible contracts. This is proved by defining t (x) as the highest 
indemnity payment that the policyholder can obtain when his loss is x, by choosing 
if as the subset of [0, x] where the indemnity is larger than the minimum and 
by letting P = P. This is illustrated in Figure 1, with M = (x*, x], if = (x**, x], 
t (x) = to if x ::; x* * and t (x) = t(x) if x > x**. Under 0, for any optimal reporting strat­
egy the policyholder receives to when x ::;; x* * and he receives l(X) when x > x* *, which 
corresponds to the same payment as under 8. Furthermore, under 8, any optimal strat­
egy x(x) is such that x(x) E M if x > x* *, which implies that verification is at least 
as frequent under 8 (for any optimal reporting strategy) as when the policyholder tells 
the truth under 8. Thus, 0 and 8 lead to identical indemnity payments whatever the 
true level of the loss and expected audit costs are lower when there is truthtelling 
under 8 than under o. 

From now on, we restrict ourselves to such incentive compatible contracts. The 
optimal contract maximizes the policyholder's expected utility 

Eu=f U(W -P-x+t(x»dF(x)+f U(W -P-x+to)dF(x) 
M Me 

(1) 

4 Dominance is in a Pareto-sense with respect to the expected utility of the policyholder and to the 
expected profit of the insurer. 

S If both payments were equal, then it would be welfare improving not to audit the corresponding level 
of loss in the verification region and simultaneously to decrease the premium. Note that Lemma I could 
be presented as a consequence of the Revelation Principle (see footnote 21). 
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to 

o x 
x x x 

Figure 1 

with respect to P, to, to: M ~ R+ and M c [0, x], subject to a constraint that requires 
the expected profit of the insurer ED to meet some minimum preassigned level nor­
malized at zero 

EfI=P-j [t(x)+c]dF(x)+j todF(x):?O 
M Me 

(2) 

and to the incentive compatibility constraint 

t(x} > to for all x in M (3) 

Lemma 2. For any optimal contract, we have 

t(x}=x-k>to for all x in M 

and 

M = (m, xl with m E [0, xl 

Lemma 2 shows that it is optimal to verify the claims that exceed a threshold m 
and also to provide full insurance of marginal losses when x > m. The intuition of 
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these results are as follows. The optimal policy shares the risk between the insured 
and the insurer without inducing the policyholder to misrepresent his loss level. As 
shown in Lemma 1, this incentive compatibility constraint implies that optimally 
the indemnity schedule should be minimal and flat outside the verification set, which 
means that no insurance of marginal losses is provided in this region. On the contrary, 
nothing prevents the insurer to provide a larger variable coverage when the loss level 
belongs to the verification set. Given the concavity of the policyholder's utility func­
tion, it is optimal to offer the flat minimal coverage when losses are low and to provide 
a larger coverage when losses are high. This leads us to define the threshold m that 
separates the verification set and its complement. Furthermore, conditionally on the 
claim being verified, i.e., when x> m, sharing the risk optimally implies that full cov­
erage of marginal losses should be provided. 

Hence, the optimal contract maximizes 

EU = r U(W - x - P + to)dF(x) + [1- F(m)]U(W - P - k) 

with respect to P, m ::::: 0, to ::::: 0 and k::::: to - m subject to 

ETI = P-toF(m)- 5:. (c+x-k~F(x):::::O 
At this stage it is useful to observe that EU and En are unchanged if there is a 

variation in the coverage, constant among states, compensated by an equivalent vari­
ation in the premium, i.e., dEU = den = 0 if dto = dk = dP, with m unchanged. Hence, 
the optimal coverage schedule is defined up to an additive constant. Without loss of 
generality, we may assume that no insurance payment is made outside the verification 
set, i.e., to = O. We should then have t(x) = x - k> 0 if x> m, or equivalently m - k 
::::: O. In such a case, the policyholder files a claim only if the loss level exceeds the 
threshold m. This threshold may be viewed as a deductible. 

Note that the optimal coverage is no more indeterminate if we assume, more real­
istically, that the cost c is the sum of the audit cost and of an administrative cost which 
is incurred whenever a claim is filed, be it verified or not. In such a case, choosing 
to = 0 in the no-verification set is the only optimal solution since it saves the admin­
istration cost-see Picard (1999). 

The optimal contract is derived by maximizing 

EU = fom U(W -x - P)dF(x)+[I- F(m)]U(W - P-k) (4) 

with respect to m ::::: 0, k and P, subject to 

ETI=P-r (c+x+k)dF(x)::::: 0 
m+ 

(5) 

m -k:::::O (6) 
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Proposition 1. Under deterministic auditing, an optimal insurance contract 0 = {to, 
M, P} satisfies the following conditions: 

M = (m, x] with m > 0 

t(x) = 0 if x:::; m 

t (x) = x - k if x > m 

with 0 < k < m. 

The optimal contract characterized in proposition 1--( established by Gollier 
(l987)-is depicted in Figure 2. First, it states that it is optimal to choose a positive 
threshold m. The intuition is as follows. When m = 0, all positive claims are verified 
and it is optimal to offer full coverage, i.e., t(x) = x for all x > O. Starting from 
such a full insurance contract an increase dm > 0 entails no first-order risk-sharing 
effect. However, this increase in the threshold cuts down the expected audit cost, which 
is beneficial to the policyholder. In other words, in the neighbourhood of m = 0 the 
trade-off between cost minimization and risk-sharing always tips in favor of the first 
objective. 

Secondly, we have 0 < k < m which means that partial coverage is provided when 
x> m. Intuitively, the coverage schedule is chosen so as to equalize the marginal utility 

/ 45· 
Li-

... 

////// 

x 
o m' m 

Figure 2 Optimal insurance coverage under deterministic auditing 
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of final wealth in each state of the verification set with the expected marginal utility 
of final wealth, because any increase in the insurance payment has to be compensated 
by an increase in the premium paid whatever the level of the loss. We know that no 
claim is filed when x < m, which implies that the expected marginal utility of final 
wealth is larger than the marginal utility in the no-loss state. Concavity of the poli­
cyholder's utility function then implies that a partial coverage is optimal when the 
threshold is crossed. 

Thus far we have assumed that the insurer has no information at all about the loss 
incurred by the policyholder. In particular, the insurer could not observe whether a 
loss occured (x > 0) or not (x = 0). Following Bond and Crocker (1997), we may alter­
nately assume that the fact that the policyholder has suffered some loss is publicly 
observable. The size of the loss remains private information to the policyholder: ver­
ifying the magnitude of the loss costs c to the insurer. 

This apparently innocuous change in the information structure strongly modifies 
the shape of the optimal coverage schedule. The insurer now pays a specific transfer 
t = tl when x = 0, which occurs with probability 1(0). Lemmas 1 and 2 are unchanged 
and we now have 

EU = I(O)U(W - P+tl)+ rm U(W -x - P+to)dF(x)+[1- F(m)]U(W - P-k) Jo+ 

EO = P~td(O)-to[F(m)-1(0)]- (c+x-k) dF(x) 

The optimal contract maximizes EU with respect to P, m ;;:: 0, to;;:: 0, tl ;;:: 0 and k;;:: to 
- m subject to En ;;:: o. We may choose tl = 0, since P, to, tl and k are determined up 
to an additive constant: no insurance payment is made if no loss occurs. 

Proposition 2. Under deterministic auditing, when the fact that the policyholder has 
suffered some loss is publicly observable, an optimal insurance contract 0 = {t(-), M, 
P} satisfies the following conditions: 

M = (m, i] with m > 0 

teO) = 0 

t(x) = to if 0 < x ~ m 

t(x) = x if x > m 

with 0 < to < m. 

Proposition 2 is established by Bond and Crocker (1997). It is depicted in Figure 
3. When an accident occurs but the claim is not verified (i.e., 0 < x ~ m), the incen­
tive compatibility requires the insurance payment to be constant: we then have t(x) = 
to. The payment should be larger than to when the claim is verified (i.e., when x> m). 
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x 
m 

Optimal insurance coverage under deterministic auditing when the 
insurer can observe whether an accident has occurred but not the 
magnitude of the actual loss 

Optimal risk sharing implies that the policyholder's expected marginal utility (condi­
tional on the information of the insurer) sho1!ld be equal to the marginal utility in the 
no-accident state. This implies first that, in the no-verification region, an optimal insur­
ance contract entails overpayment of small claims (when 0 < x < to) and underpay­
ment of large claims (when to < x ::; m). Secondly, there is full insurance in the 
verification region (i.e., when x> m). 

Neither Figure 2 nor Figure 3 looks like the coverage schedule that are most fre­
quently offered by insurers for two reasons: first because of the upward discontinuity 
at x = m and secondly because of overpayment of smaller claims in the case of Figure 
3. In fact, such contracts would incite the policyholder to inflate the size of his claim 
by intentionally increasing the damage. Consider for example the contract described 
in Proposition I and illustrated by Figure 2. A policyholder who suffers a loss x less 
than m but greater than m' would profit by increasing the damage up to x = m, insofar 
as the insurer is not able to distinguish the initial damage and the extra damage.6 In 

6 In fact, the policyholder would never increase the damage if and only if t(x) - x were non-increasing 
over [0, xl Given that t(x) is non-decreasing (see Lemma 2), this no-manipulability condition implies that 
I(x) should be continuous. Note that extra damages may either deliberately by the policyholder (arson is a 
good example) or made thanks to a middleman, such as as car repairer or a health case provider. In such 
cases, gathering verifiable information about intentional overpayment may be be too time consuming to the 
insurer. See Bourgeon and Picard (1999) on corporate fire insurance when these is a risk of arson. 
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such a case, the contract defined in proposition 1 is dominated by a contract 
with a straight deductible, i.e., t(x) = Sup{O, x - m'} with M = (m', xl As shown by 
Huberman, Mayers and Smith (1983) and Picard (1999), in different settings, a 
straight deductible is indeed optimal under such circumstances. 

We thus have: 

Proposition 3. Under deterministic auditing, when the policyholders can inflate their 
claims by intentionally increasing the damage, the optimal insurance contract () = {to, 
M, P} is a straight deductible 

t(x) = Sup {a, x - m} 

with m > 0 and M = (m, xl 

Proposition 3 explains why insurance policies with straight deductibles are so 
frequently offered by insurers, in addition to the wellknown interpretations in terms 
of transaction costs (Arrow, 1971) or moral hazard (Holmstrom, 1979). 

10.3 COSTLY STATE VERIFICATION: DETERMINISTIC AUDITING 
WITH MANIPULATION OF AUDIT COSTS 

In the previous section, the policyholder was described as a purely passive agent. His 
only choices were whether he files a claim or not and, should the occasion arise, what 
is the size of the claim? As a matter of fact, in many cases, the policyholder involved 
in an insurance fraud case plays a much more active part. In particular, he may try to 
falsify the damages in the hope of receiving a larger insurance payment. Usually, 
falsification goes through collusion with agents, such as healthcare providers, car 
repairers or attorneys, who are in position to make it more difficult or even impossi­
ble to prove that the claim has been built up or deliberately created.7 Even if fraudu­
lent claiming may be detered at equilibrium, the very possibility for policyholders 
to falsify claims should be taken into account in the analysis of optimal insurance 
contracts. 

Two main approaches to claims falsification have been developed in the literature. 
Firstly, Bond and Crocker (1997) and Picard (1999) assume that the policyholder 
may manipulate audit costs, which means that they expend resources to make the 

7 On collusion between physicians and workers, see the analysis of workers' compensations by Dionne 
and St-Michel (1991) and Dionne, St-Michel and Vanasse (1995). See Derrig, Weisberg and Chen (1994) 
on empirical evidence about the effect of the presence of an attorney on the probability of reaching the 
monetary threshold that restrict the eligibility to file a tort claim in the Massachusetts no-fault automobile 
insurance system. In the Tort system, Cummins and Tennyson (1992) describe the costs to motorists expe­
riencing minor accidents of colluding with lawyers and physicians as the price of a lottery ticket. The lottery 
winnings are the motorist's share of a general damage award. 
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verification of claims more costly or more time consuming to the auditor. In this 
approach, detering the policyholder from manipulating audit cost is feasible and, some­
times, optimal. What is most important is the fact that the coverage schedule affects the 
incentives of policyholders to manipulate audit costs, which gives a specific moral 
hazard dimension to the problem of designing an optimal insurance contract. In another 
approach, developed by Crocker and Morgan (1997), it is assumed that policyholders 
may expend resources to falsify the actual magnitude of their losses in an environment 
where verification of claims is not possible. Here also the coverage schedule affects the 
incentives to claims falsification, but the cost of generating insurance claims through 
falsification differs among policyholders according to their true level ofloss. These dif­
ferential costs make it possible to implement loss-contingent insurance payments with 
some degree of claims falsification at equilibrium. 

In this section and the following, we review both approaches in turn. For the 
sake of expositional clarity, we refer to them as costly state verification with manip­
ulation of audit cost and costly state falsification, although in both cases the policy­
holder falsifies his claim, i.e., he prevents the insurer observing the true level of 
damages. In the first approach, the policyholder deters the auditor from performing 
an informative audit while in the second one he provides a distorted image of his 
damages. 

The audit cost manipulation hypothesis has been put forward by Bond and 
Crocker (1997) in the framework of a model with deterministic auditing. They assume 
that policyholders may take actions (refered to as evasion costs) that affect the audit 
cost. Specifically, Bond and Crocker assume that, after observing their loss x, a pol­
icyholder may incur expenditures e E {eo, ed, with el > eo, which randomly affects 
the audit cost. If e = ei, then the audit cost is c = cH with probability Pi and c = c L 

with probability 1 - Pi' with i E {O, I}, cH > cL and PI > Po. In other words, a large 
level of manipulation expenditures makes it more likely that the audit cost will be 
large. Without loss of generality, assume eo = O. Let us also simplify by assuming cL 

= O. These expenditures are in terms of utility so that the policyholder's utility func­
tion is now U(fVt) - e. 

Bond and Crocker assume that the actual audit cost is verifiable, so that the insur­
ance contract may be conditioned on c. Under deterministic auditing, an insurance 
contract 8 is then defined by a premium P, a state-contingent coverage schedule ti(x) 

and a state-contingent verification set Mi = (m i, x], where i = H if c = cH and i = L if 
c = CL. Bond and Crocker also assume that the insurer can observe whether an acci­
dent has occurred, but not the size of the actual damages and (without loss of gener­
ality), they assume that no insurance payment is made if x = O. 

An optimal no-manipulation insurance contract maximizes the expected utility of 
the policyholder subject to: 

The insurer's participation constraint 
Incentive compatibility constraints that may be written as 
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. {tb t' (x) = . 
> tb 

for i = H or L. 
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if x E (0, mil 

if x E (mi, xl 

The constraint that the policyholder does not engage in audit cost manipulation 
whatever his loss, i.e., 

PIU(W -x - P+ t H (x» + (1- PI)U(W -x - P + t L (x»- el 

S PoU(W - x - P + t H (x» + (1- Po)U(W - x - P + t L (x» 

for all x in (0, x]. 
Bond and Crocker (1997) show the following proposition. 

Proposition 4. The optimal no-manipulation insurance contract () = {~O, ro, mH, 

mL, P} has the following properties: 

(i) mH < x and mL = 0 
(ii) ~(x) = x for x> mH and ~(x) = t~ for 0 < x S mH 

(iii) rex) = x for x s x S x and rex) = Sex) for 0 < x < x where Sex) is given by 

(PI - Po)[U(W - X - P + toH) - U(W - x - P + S(x)] - el = o. 

The optimal no-manipulation contract is depicted in Figure 4. If there were no 
possibility of audit cost manipulation, then the optimal insurance contract would 
involve mL = 0 and rex) = x for all x (since CL = 0) and mH > 0, ~(x) = x if x> m and 
0< tg < mH (see Proposition 2). This suggests that manipulating audit cost (i.e., choos­
ing e = el) may be a profitable strategy for low values of x. Proposition 4 shows that 
overcompensating easily verified losses is an appropriate strategy to mitigate the pol­
icyholder's incentive to engage in audit cost manipulation. This overcompensation is 
defined by the Sex) function. Sex) denotes the minimum payoff in the ~ state that 
makes the policyholder indifferent between manipulating or not and x is the thresh­
old under which the policyholder chooses to evade if he is offered the full insurance 
contract in the cL state. 

Since overcompensating is costly to the insurer, it may be optimal to allow for 
some degree of manipulation at equilibrium. Bond and Crocker provide a character­
ization of this optimal contract with audit cost manipulation at equilibrium. In par­
ticular, they show that there is still a subintervall [S2, sd in (0, mH ) where the insurer 
overcompensates the loss in the ~ state, with rex) = Sex) > x when S2 S x < SI. Finally 
they show that, when U exhibits constant absolute risk aversion, then the optimal con­
tract in the presence of audit cost manipulation results in lower payoffs and less mon-
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Figure 4 Optimal no-manipulation contract in the Bond-Crocker (1997) 
model 

itoring in the cH state than would an optimal contract in an environment where claims 
manipulation was not possible. 8 

The analysis of Bond and Crocker (1997) is interesting firstly because it is a first 
step toward a better understanding of the active part that policyholders may take in 
insurance fraud. Furthermore, it provides a rationale for the fact that insurers may be 
willing to settle small claims generously and without question when the loss is easily 
monitored to forestall a claim that may be larger and more difficult to verify. From a 
normative point of view, the Bond-Crocker analysis suggests that the appropriate way 
to mitigate build-up is not to increase the amount of monitoring but to design cover­
age schedules in such a way that policyholders have less incentive to engage in fraud­
ulent claiming. 

Two other aspects of the Bond-Crocker model have to be emphasized. First, the 
optimal coverage schedule is such that small claims are overcompensated whatever 
the audit cost, which may incite the policyholder to intentionally bring about damages. 
This issue has already been addressed in section 3 and we will not hark back to it any 
further. Secondly, Bond and Crocker assume that the actual audit cost is verifiable so 

8 The CARA assumption eliminates wealth effects from incentives constraints. 
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that the insurance coverage may be conditioned on it. This is a very strong assump­
tion. In most cases, claims verification is performed by an agent (an expert, a con­
sulting physician, an attorney, an investigator ... ) who may have private information 
about the cost entailed by a specific claim. Picard (1999) focuses attention on the 
agency relationship that links the insurer and the auditor when policyholders may 
manipulate audit costs and the insurer does not observe the cost incurred by the 
auditor. His analysis may be summarized as follows. 

The auditor sends a report x E [0, x] which is an evaluation of the magnitude of 
the loss. Let x = 0 when no audit is performed. Observing the magnitude of the loss 
costs Ca to the auditor. The policyholder may incur a manipulation cost e and, in such 
a case, the cost of elicitating verifiable information about the size of the damages 
becomes Ca + b e, where the parameter b > 0 characterizes the manipulation technol­
ogy. Furthermore, verifiable information is necessary to prove that the claim has 
been built up (i.e., to prove that x < x). The insurer does not observe the audit cost. 
He offers an incentive contract to his auditor to motivate him to gather verifiable infor­
mation about fraudulent claims. Let t and r be respectively the insurance payment 
and the auditor's fees. Contracts TO and RO specify t and r as functions of the 
auditor's report. 9 We have t = T(x) and r = R(x) where T: [0, x] u 0 -j R+ and T: 
[0, x] u 0 -j R. 

The auditor-policyholder relationship is described as a three stage audit game. At 
stage 0, a loss x, randomly drawn in [0, x], is privately observed by the policyholder. 10 

At stage 1, the policyholder reports a claim x E [0, x] and he incurs the manipula­
tion cost e ~ O. At stage 2, the claim is audited whenever x E M = (m, x]. When 
x E M, the auditor observes x and he reports x E {x, x} to the insurer. If x = x -:/. x, 
the auditor incurs the cost Ca + be so that his report incorporates verifiable informa­
tion. If x = X, the auditor's cost is only Ca. The payments to the policyholder and to 
the auditor are respectively T(x) and R(x). 

In this setting, an allocation is described by 8 = {to, M, P}, with M = (m, x] and 
by m(-): [0, x] -j R, where m(x) is the auditor's equilibrium payoff (net of the audit 
cost) when the loss is equal to x. 

Contracts {T('), R(')} are said to implement the allocation {8, m(')} if at a perfect 
equilibrium of the audit game, there is no audit cost manipulation (i.e., e = 0 for all 
x), the claim is verified if and only if x E M and the net payoffs-defined by TO and 
RO-are equal to t(x), m(x) when the loss is equal to X.II 

In such a setting, the equilibrium audit cost is m(x) + Ca if x E M and m(x) if 
x E M. Furthermore, the auditor's participation constraint may be written as 

9 The payment RO is net of the standard audit cost CU' 

10 Contrary to the Bond-Crocker (1997) model, it is assumed that the insurer cannot observe whether 
an accident has occurred, i.e., he cannot distinguish the event {x = O} from {x> O}. Furthermore, the manip­
ulation cost e is in monetary terms and not in utility terms as in Bond-Crocker (1997). 

11 Picard (1999) shows that allowing for audit cost manipulation (i.e., e > 0) at equilibrium is a weakly 
dominated strategy for the insurer. 
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f:V(co(x»dF(x) ~ u (7) 

where VO is the auditor's von Neumann-Morgenster utility function, with V' > 0, 
V" :s; 0 and u is an exogenous reservation utility level. 

The optimal allocation {8, coO} maximizes the policyholder's expected utility, 
subject to the insurer's and the auditor's participation constraints and to the constraint 
that there exist contracts {TO, RO} that implement {8, coO}. 

Picard (1999) characterizes the optimal allocation in a setting where the policy­
holder can inflate their claim by intentionally increasing the damages, which implies 
that t(x) - x should be nonincreasing (see section 2). His main result is the following: 

Proposition 5. When the auditor is risk averse (V' < 0), the optimal insurance con­
tract is a deductible with coinsurance for high levels of damages: 

t(x) = 0 if O:S; x:S; m 

t(x) = x - m if m:S; x :s; xo 

t'(X)E(O,l) if xo:S;x:S;x 

with 0 :s; m < Xo :s; x and M = (m, x]. 
Furthermore, the auditor's fees (expressed as function of the size of the claim) 

are 

r = rl - bt(x) if x> m 

r = ro if x:S; m 

where ro and rl are constant. 
Picard (1999) also gives sufficient conditions for m > 0 and Xo < x. The contracts 

characterized in Proposition 5 are depicted in Figure 5. We have t(x) = 0 when x is in 
the no-verification set [0, m]. Hence, the threshold m may be interpreted as a 
deductible under which no claim is filed. In the verification set, there is coinsurance 
of large losses (i.e., the slope of the coverage schedule is less than one when x > xo). 

Furthermore, the insurer should pay contingent fees to his auditor: the auditor's fees 
are (linearly) decreasing in the insurance indemnity payment. 

The intuition for these results is as follows Let x E M. A deviation from truthful 
revelation of loss without audit cost manipulation (i.e., x = x, e = 0) to X = x' > x, 

e > 0 is profitable to the policyholder if T(x') - e > T(x) provided the claim is ac­
cepted by the auditor, which implies R(x') ~ R(x) - be. Both conditions are incom­
patible (for all e) if 

R(x')+bT(x'):::; R(x)+bT(x) 
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Figure 5 Optimal insurance contract and auditor's contingent fees 

For all x E M, we have t(x) = T(x), co(x) = R(x). This means that co(x) + bt(x) should 
be nonincreasing for manipulation of audit cost to be detered. In other words, a I $ 
increase in the indemnity payment should lead at least to a b $ decrease in the auditor's 
fees. Because the auditor is risk averse, it would be suboptimal to have co'(x) < -bt'(x), 
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which gives the result on contingent fees. Because of condition w'(x) = -bt'(x), a 
greater scope of variation in insurance payments entails a greater variability in the 
auditor's fees and thus a larger risk premium paid to the auditor for his participation 
constraint to be satisfied. Some degree of coinsurance for large losses then allows the 
insurer to decrease the auditor's expected fees which is ultimately beneficial to the 
policyholder. This argument does not hold if the auditor is risk-neutral and, in that 
case, a straight deductible is optimal. Inversely, a ceiling on coverage is optimal when 
the auditor is infinitely risk-averse or when he is affected by a limited liability 
constraint. 

10.4 COSTLY STATE FALSIFICATION 

Let us come now to the analysis of state falsification first examined by Lacker and 
Weinberg (1989)12 and applied to an insurance setting by Crocker and Morgan 
(1997):13 the policyholders are in position to misrepresent their actual losses by engag­
ing in costly falsification activities. The outcome ofthese activities is a claim denoted 
by y E R+. The insurer only observes y: contrary to the costly state verification, setting 
verifying the actual magnitude of damages is supposed to be prohibively costly. 
Hence, an insurance contract only specifies a coverage schedule t = T(y). Claims fal­
sification is costly to the policyholder, particularly because it may require colluding 
with an agent: an automechanics, a physician, an attorney ... Let C(x, y) be the fal­
sification cost. The policyholder's final wealth becomes 

Wr =W-x-P+T(y)-C(y,x). 

Let y(x) be the (potentially falsified) claim of a policyholder who suffers an actual 
loss x. Given a falsification strategy yO: [0, x] ~ R+, the policyholder's final wealth 
may be written as a function of his loss: 

WJ (x) == W - x - P + T(y(x» - C(y(x),x) (8) 

An optimal insurance contract maximizes EU(W,(x» with respect to TO and P 
subject to 

P?; J:T(y(x»dF(X) (9) 

y(x) E Argy' Max T(y')-C(y',x) for all x E [0, xl (10) 

12 See also Maggi and Rodriguez-Clare (1995). 
13 See also Crocker and Tennyson (1999) and Dionne and Gagne (1997) on econometric testing of the­

oretical predictions of models involving costly state falsification. 
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(9) is the insurer's participation constraint and (10) specifies that y(x) is an optimal 
falsification strategy of a type-x policyholder. 

Since the payments {P, TO} are defined up to an additive constant, we may 
assume T(O) = 0 without loss of generality. For the time being, let us restrict atten­
tion to linear coverage schedule, i.e., T(y) = ay + ~. Our normalization rule gives 
~ = O. Assume also that the falsification costs borne by the policyholder depend upon 
the absolute amount of misrepresentation (y - x) and, for the sake of simplicity, assume 
C = y(y - x)2/2, where y is an exogenous cost parameter. (10) then gives 

a 
y(x) == x+­

y 
(11) 

Hence the amount of falsification y(x) - x is increasing in the slope of the coverage 
schedule and decreasing in the falsification cost parameter. The optimal coverage 
schedule will tradeoff two conflicting objectives: providing more insurance to the pol­
icyholder, which requires increasing a, and mitigating the incentives to claim falsifi­
cation by lowering a. 

The insurer's participation constraint (9) is binding at the optimum, which gives 

P= f:( ax+ ~2)dF(X)=aEX+ ~ 
(8) then gives 

a 2 
Wt(x) = W -(1-a)x -aEx--

2y 

Maximizing EU(Wr(x)) with respect to a leads to the following first-order 
condition 

a:: = E{( x - Ex - ~ )U'(Wr(x))} = 0 (12) 

and thus 

aEU 1,( 1 ) 
~la=l=-yU W-Ex- 2y <0 (13) 

aaE: la=o = E{(x - Ex)U'(W - x)} > 0 (14) 

We also have 

a2 E~ = _ ~ EU'(Wr (x)) + E{(X _ Ex _ ~)2 U"(Wr (x ))} < 0 aa y. y. (15) 

which implies that 0 < a < 1 at the optimum. Hence, under costly state falsification, 
the optimal linear coverage schedule entails some degree of coinsurance and (11) 
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shows that there exists a certain amount of claims falsifications at equilibrium. This 
characterization results from the trade-off between the above mentioned conflicting 
objectives: providing insurance to the policyholder and detering him from engaging 
in costly claim falsification activities. 

This trade-off is particularly obvious when Un is quadratic. In that case, we may 
write 

EU(W/) = EW/ -11 Var(W/) 11 > 0 (16) 

and straightforward calculations give 

2m (}"2 
a = --'-'----,-

1 + 211Y (}"2 
(17) 

at the optimum, where (}"2 == Var x. 
Hence, the coinsurance coefficient a is an increasing function of the cost 

parameter y, of the risk aversion index 11 and of the variance of the loss. We 
have 

a 2 

T(y(x) = ax +-
Y 

which give T(y(x» > x if x < Xo and T(y(x» < x if x> Xo with Xo = a 2/y(1 - a). Hence 
in that case, the optimal indemnification rule overcompensates small lossess and it 
overpays larger ones. This is depicted in Figure 6. 

Assume now that the insurer observes whether a loss occured or not, as in the 
paper by Crocker and Morgan (1997). Then an insurance contract is defined by a 
premium P, an insurance payment to if x = 0 and an insurance coverage schedule T(y) 
to be enforced if x > O. In that case, a natural normalization rule is to = O. We still 
assume that T(y) is linear: T(y) = ay + p. For the sake of simplicity, we also assume 
that U(-) is quadratic. 

The insurer's participation constraint and (11) give 

P=aEx+[l- f(O)]( ~ +p) (18) 

which implies 

W/=W-aEX-[l-f(0)](~2 +p) ifx=O 

W/ =W_aEX_[l_f(0)](a2 +p)-o-a)x+p+ a2 ifx>O 
. y 2y 

and we obtain 
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Figure 6 Equilibrium indemnification under costly state falsification 

a 2 
EWJ = W - Ex - -[1- /(0)] 

2"( 

and 

(19) 

Var(WJ ) = /(0)[1- /(O)(~ + ~~ y + (1- a)2 cr2 - 2/(0)(1-a{~ + ~~ )EX (20) 

Maximizing EU(Wr) defined by (16) with respect to a and ~ gives the following 
result 

21lYc:'F a = ---'-'---,-
1 + 21lY 02 

a 2 

~ = (1 - a)x - -
21 

(21) 

(22) 

where 0 2 = Var(x I x > 0) and x = E(x I x > 0) i.e., crz and x are respectively the 
variance and the expected value of the magnitude of damages conditional on a loss 
occurring. 

(21) is similar to (17) and it may be interpreted in the same way. The fact that a 
is strictly positive (and less than one) means that some degree of insurance is pro­
vided but also that there is claims falsification at equilibrium. ~ may be positive or 
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negative, but the insurance payment T(y(x» is always positive. 14 As in the previous 
case, small losses are overcompensated and there is undercompensation for more 
severe losses. 

Crocker and Morgan (1997) obtain a similar characterization without restricting 
themselves to a linear-quadratic model. They characterize the allocations, {to, 
yO, P}, with to: [0, x] ~ R+ and yO: (0, x] ~ R+, that may be implemented 
by a coverage schedule T(y).'5 For such an allocation, there exists TO: R+ ~ R+ such 
that 

y(x)EArg max{T(y')-C(y',x)} 
y' 

and 

t(x) = T(y(x)) for all x 

The Revelation Principle (Myerson, 1979) applies in such a context, which means 
that implementable allocations may be obtained as the outcome of a revelation game 
in which 

1. The insurance payment t and the action yare defined as functions of a message 
X E [0, x] of the policyholder, i.e., t = t(x), y = y(x). 

2. Truthtelling is an optimal strategy for the policyholder, i.e., 

X E Arg max{t(x) -C(y(x), x)} 
x 

(23) 

for all x in (0, x]. 

Such an allocation {to, yO} is said to be incentive compatible. The optimal allo­
cation maximizes the polilcyholder's expected utility EU(Wr(x)) with respect to to, 
yO and P subject to the insurer's participation constraint and to incentive compati­
bility constraints. Using a standard technique of incentives theory, Crocker and 
Morgan characterize the optimal solution of a less-constrained problem in which a 
first-order truthtelling condition is substituted to (24). They obtain the following 
result. 16.17 

14 When ~ is negative, the optimal coverage schedule is equivalent to a deductible m = -Wu with a coin­
surance provision for larger losses, i.e., T(y) = Sup{O, u(y - m)}. 

" Crocker and Morgan assume that the insurer can observe whether a loss occurred or not. Hence, there 
may be falsification only if x > 0. 

16 There are some minor differences between the Crocker-Morgan's setting and ours. They are not men­
tioned for the sake of brevity. 

17 The second-order condition for incentive compatibility requires y(x) to be monotonically increasing. 
If the solution to the less constrained problem satisfies this monotonicity condition, then the optimal allo­
cation is characterized as in proposition 6. See Crocker and Morgan (1997) for a numerical example. If 
this is not the case, then the optimal allocation entails bunching on (at least) an interval (x', x") C [0, x], 
i.e., y(x) = y, ((x) = i for all x in (x', x"). In such a case, the coverage schedule T(y) that sustains the 
optimal allocation is not differentiable at y = y. 
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Proposition 6. The optimal solution to the insurance problem under claims falsifi­
cation satisfies 

(i) y(O+) = 0, y(i) = i and y(x) > x if 0 < x < i 
(ii) 1'(0+) = t'(i) = 0 and 1'(X) > 0 if 0 < x < i 
(iii) 1(0+) > 0 and lei) < i. 

Proposition 6 extends the results already obtained in this section to a more general 
setting, with a non linear coverage schedule. The optimal solution always entails 
some degree of falsification except at the top (when x = i) and at the bottom (when 
x ~ 0+). The insurance payment is increasing in the magnitude of the actual damages 
and it provides overinsurance (respect. underinsurance) for small (respect. large) 
losses. 

10.5 COSTLY STATE VERIFICATION: THE CASE OF 
RANDOM AUDITING 

We now come back to the costly state verification setting. Under random auditing, the 
insurer verifies the claims with a probability that depends upon the magnitude of 
damages. The insurance payment may differ depending on whether the claim has been 
verified or not. A policyholder who suffers a loss x files a claim x that will be audited 
with probability p(x). If there is an audit, the true damages are observed by the insurer 
and the policyholder receives an insurance payment tA(x, x). If there is no audit, the 
insurance payment is denoted I,v(X). 

When a policyholder with damages x files a claim x, his expected utility is 

[1- p(.x)]U(W - P -x + tN (x)) + p(x)U(W - P - x + tA (x, x)) 

The Revelation Principle applies to this setting and we can restrict attention to incen­
tive compatible insurance contracts, that is to contracts where the policyholder is given 
incentives to report his loss truthfully. Such incentive compatible contracts are such 
that 

[1- p(x)]U(W -P-X+IN(X))+ p(x)U(W -P-x+tAx,x)) 

~ [1- p(x)]U(W -P-X+IN(X))+ p(x)U(W -P-X+IA(X,X)) (24) 

for all x, x '# x. 
Let us assume that the net payment from the policyholder to the insurer P - tACx, 

x) is bounded by a maximal penalty that can be imposed in case of misrepresentation 
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of damages (i.e., when x # x). This maximal penalty l8 may depend on the true level 
of damages x and will be denoted B(x). Hence, we have 

(25) 

For instance, Mookherjee and Png (1989) assume that the wealth of the policyholder 
is perfectly liquid and that his final wealth can be at most set equal to zero in case 
offalse claim detected by audit. We have B(x) = W - x in that case. Fagart and Picard 
(1999), assume that the policyholder is affected by a liquidity constraint and that 
the liquid assets of the policyholder have a given value B. The maximal penalty 
is then B(x) = B for all x. Another interpretation of (25) is that B(x) = B is an 
exogenously given parameter that represents the cost (in monetary terms) incurred 
by a policyholder who is prosecuted after he filed a fraudulent claim detected by 
audit. 19 

This upper bound on the penalty plays a crucial role in the analysis of optimal 
insurance contracts under random auditing. Indeed, by increasing the penalty, the 
insurer could induce truthtelling by the policyholder with a lower probability of audit­
ing, which, since auditing is costly, reduces the cost of the private information. Con­
sequently, if there were no bound on the penalty, first-best optimality could be 
approximated with very large fines and a very low probability of aUditing. Asymetry 
of information would not be a problem in such a case. 

In equilibrium, the policyholder always reports his loss truthfully. Hence, it is 
optimal to make the penalty as large as possible since this provides maximum incen­
tive to tell the truth without affecting the equilibrium pay_offs.20 We thus have 

tA(x,x)=P-B(x) if x#x 

Finally, we assume that the policyholder's final wealth Wf should be larger than a 
lower bound denoted A(x). This bound on the policyholder's final wealth may simply 

IS The Revelation Principle does not apply any more if the maximal penalty also depend on the claim x. In such a case, there may be false report at equilibrium. 
19 Under this interpretation, it may be more natural to assume that the policyholder should pay the penalty 

B in addition to the premium P, since the latter is usually paid at the beginning of the time period 
during which the insurance policy is enforced. In fact, both assumptions are equivalent when the policy­
holder is affected by a liquidity constraint. Indeed, in such a case, it would be optimal to fix the insurance 
premium P at the largest possible level (say P = P) and to compensate adequately the policyholder by 
providing large insurance payments fN and fA unless a fraudulent claim is detected by audit. This strategy 
provides the highest penalty in case of fraud, without affe9ting equilibrium net payments fN - P and 
fA - P. If the law of insurance contracts specifies a penalty B to be paid in case of fraudulent claim, we 
have P - fix, x) :'> P + B which corresponds to (25) with B(x) '" P + B. 

20 In a more realistic setting, there would be several reasons for which imposing maximal penalties 
on defrauders may not be optimal. In particular, audit may be imperfect so that innocent individuals may 
be falsely accused. Furthermore, a policyholder may overestimate his damages in good faith. Lastly, very 
large fines may create incentives for policyholders caught cheating to bribe the auditor to overlook their 
violation. 
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result from a feasibility condition on consumption. In particular, we may have Wf 2: 

o which gives A(x) = 0 for all x. The lower bound on final wealth may also be logi­
cally linked to the upper bound on the penalty: when B(x) corresponds to the value 
of liquid assets of the policyholder, we have P - tJx) :$ B(x) and P - tAx, x) :$ B(x) 
for all x which implies Wr2: W - x - B(x) == A(x). Mookherjee and Png (1989) assume 
B(x) = W - x, which gives A(x) = O. Fagart and Picard (1999) assume B(x) = B, which 
gives A(x) = W - x-B. 

Let tAx) == tAx, x). Under random auditing, a contract will be denoted () = (ti'), 
tJ·), p(.), P}. An optimal contract maximizes 

EU = I: ([1- p(x)]U(W -P-x+tN(x»+ p(x)U(W - P-x+tAx»} dF(x) (26) 

with respect to P, tA'), tNC') and pO subject to the followwing constraints: 

En = P- J: ([1- p(x)]tN(x) + p(xHtAx) + c]}dF(x) 2: 0 (27) 

[1- p(x)]U(W - P - x + tN (x» + p(x)U(W - P - x + tA (x» 

2: [1- p(x)]U(W - p - x + tN (x» + p(x)U(W - x - B(x» for all x,X::f. x (28) 

W-P-x+tN(x)2:A(x) forallx (29) 

W-P-x+tA(x)2:A(x) forallx (30) 

0:$ p(x):$ 1 for all x (31) 

(27) is the insurer's participation constraint. Inequalities (28) are the incentive com­
patibility constraints that require the policyholder to be willing to report his level of 
loss truthfully. (29), (30) and (31) are feasibility constraints.21 

Mookherjee and Png (1989) have established a number of properties of an optimal 
contract. They are synthetized in proposition 7 hereafter. In this proposition vex) 
denotes the expected utility of the policyholder when his loss is x, i.e., 

vex) = [1- p(x)]U(W - P -x +tN(X)+ p(x)U(W - P - x +tA(X». 

Proposition 7. Under random auditing, an optimal insurance contract 3 = {tA'), tNC'), 
p(.), P}, has the following properties: 

21 Deterministic auditing may be considered as a particular case of random auditing where p(x) = I if 
x e M and p(x) = 0 if x eM', and Lemma I may be obtained as a consequence of the incentive compa­
tibility conditions (28). If x, x eM', (28) gives IN(x) ~ IN(X). Interverting x and x gives IN(X) ~ IN (x). 
We thus have IN(X) = 10 for all x in M'. If x e M and x eM', (28) gives tix) ~ (N(X) = to. If tAx) = 10 for 
x e [a, h] eM, then it is possible to choose p(x) = 0 if x e [a, h], and to decrease P, the other elements 
of the optimal contract being unchanged. The policyholder's expected utility would increase, which is a 
contradiction. Hence tA(x) > to if x E M. 
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(i) p(x) < 1 for all x if vex) > U( W - x - B(x» for all x 
(ii) tAx) > t,v{x) for all x such that p(x) > 0 
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(iii) If p(x) > 0 for some x then there exists x such that vex) = [1 - p(x)]U(W - x­
P + t,v{x» + p(x)U(W - x - B(x» 

(iv) If vex) > u(W - x - B(x» for all x and tN(x) = Min{tN(x), x E [0, .i]}, then 
p(x) = 0 and p(x'') > p(x') if tN(x'') > tN(x'). 

In Proposition 7, the condition "v(x) > U( W - x - B(x» for all x" means that non­
trivial penalties can be imposed on those detected to have filed a fraudulent claim. 
Let us call it "condition C". Mookherjee and Png (1989) assume B(x) = W -x, which 
means that the final wealth can be set equal to zero if the policyholder is detected to 
have lied. In such a case, C means that the final wealth is always positive at the 
optimum and a sufficient condition for C to hold is U(O+) = + 00. If we assume B(x) 
== B, i.e., the penalty is upward bounded either because of a liquidity constraint or 
because of statutory provisions, then C holds if B is large enough.22 If C does not 
hold at equilibrium, then the optimal audit policy is deterministic and we are back to 
the characterization of Section 2. In particular, the B = 0 case reverts to determin­
istic auditing. 

From (i) in proposition 4, all audits must be random if C holds. The intuition for 
this result is that under C, the policyholder would always strictly prefer not to lie if 
his claim were audited with probability one. In such a case, decreasing slightly the 
audit probability reduces the insurer's expected cost. This permits a decrease in the 
premium P, and thus an increase in the expected utility of the policyholder, without 
inducing the latter to lie. (ii) shows that the policyholder who has been verified to 
have reported his damages truthfully should be rewarded. The intuition is as follows. 
Assume tix) < t,v{x) for some x. Let tix)- respect. t,v{x)- be increased (respect. 
decreased) slightly so that the expected cost p(x)tix) + [1 - p(x)]t,v{x) is unchanged. 
This change does not disturb the incentive compatibility constraints and it increases 
the expected utility which contradicts the optimality of the initial contract. If tix) = 

t,v{x), the same variation exerts no first-order effect on the expected utility (since we 
start from a full insurance position) and it allows the insurer to reduce p(x) without 
disturbing any incentive compatibility constraint. The expected cost decreases, which 
enables a decreases in the premium P and thus generates an increase in the expected 
utility. This also contradicts the optimality of the initial contract. (iii) shows that for 
any level of loss x audited with positive probability, there exists a level of loss x such 
that the policyholder who suffers the loss x is indifferent between filing a truthful 
claim and reporting x. In other words, when a claim x is audited with positive prob­
ability, a decrease in the probability of audit p( x) would induce misreporting by the 
policyholder for (at least) one level of loss x. Indeed if this were not the case, then 
one could lower p( x) without disturbing any incentive compatibility constraint. This 

22 See Fagart and Picard (\999). 
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variation allows the insurer to save on audit cost and it enables a decrease in the 
premium. The policyholder's expected utility increases which contradicts the opti­
mality of the initial contract. Finally, (iv) shows that, under C, the claim correspond­
ing to the lowest indemnity payment in the absence of audit should not be audited. 
All other claims should be audited and the larger the indemnity payment in the absence 
of audit, the larger the probability of audit. Once again, the intuition is rather straight­
forward. A policyholder who files a fraudulent claim x may be seen as a gambler who 
wins the prize tJx) if he has the luck not to be audited and who will pay B(x) if he 
gets caught. The larger the prize, the larger the audit probability should be for fraud­
ulent claiming to be detered. Furthermore it is useless to verify the claims corre­
sponding to the lowest prize since it always provides a lower expected utility than 
truthtelling. 

The main difficulty if one wants to further characterize the optimal contract 
under random auditing is to identify the incentive compatibility constraints that are 
binding at the optimum and those that are not binding. In particular, it may be that, 
for some levels of damages, many (and even all) incentive constraints are binding and, 
for other levels of damages none of them are binding.23 Fagart and Picard (1999) 
provide a full characterization of the optimal coverage schedule and of the audit policy 
when the policyholder has constant absolute risk aversion and the penalty is constant 
(i.e., B(x) == B). 

Proposition 8. Assume U(-) exhibits constant absolute risk aversion and C holds at 
the optimum. Then there exist m > 0 and k E (0, m) such that 

with TJ'(x), TJ(m) = m - k, TJ(x) ~ 0 when x ~ 00. 

Furthermore, we have 

0< p(x) < I, p'(x) > 0, p"(x) < 0 when x> m 

p(m) = 0 

p(x) ~ P E (0, 1) when x ~ 00 

The optimal contract characterized in proposition 8 is depicted in Figure 7. No 
claim is filed, when the magnitude of damages is less than m. When the damages 

2l Technically, this rules out the possibility of taking up the differential approach initially developed 
by Guesnerie and Laffont (1984) and widely used in the literature on incentives contracts under adverse 
selection. 
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exceed the threshold, then the insurance payment is positive and it is larger when the 
claim is audited than when it is not-which confirms proposition 7-(ii)-. However 
the difference is decreasing when the magnitude of damages is increasing and this 
difference goes to zero when the damages go to infinity (when i = +00). Marginal 
damages are fully covered in case of audit, i.e., t~(x) = 1 if x> m. In other words, the 
insurance coverage includes a constant deductible k if the claim is verified. If the claim 
is not verified, then there is also an additional deductible that disappears when the 
damages become infinitely large. Furthermore the probability of audit is a concave 
increasing function of the damages and this probability goes to a limit p < 1 when x 
goes to infinity. 

To understand the logic of these results, observe that any variation in insurance 
payment (with a compensating change in the premium) entails two effects. Firstly, if 
affects the risk sharing between the insurer and the policyholder and, of course, this 
is the raison d'etre of any insurance contract. Secondly, it may also modify the audit 
policy for incentive compatibility constraints not to be disturbed. This second effect 
is more difficult to analyze because the effects of variations in insurance payment on 
the incentive to tell the truth are intricate. As above, we may describe the decision 
making of the policyholder as if he were a gambler. When the true level of damages 
is x, filing a fraudulent claim x;t. x amounts to choose the lottery "earning tNCx) with 
probability 1 - p( x) or losing B with probability p( x)" in preference to the lottery 
"earning tNCx) with probability 1 - p(x) or earning tix) with probability p(x)". If the 
incentive compatibility constraint corresponding to x and x is tight, then any increase 
in tNCx) should be accompanied by an increase in p(x) for fraudulent claiming to be 
detered. However, simultaneously, the increase in tNCx) may also affect the optimal 
strategy of a policyholder who has actually experienced a loss x and who (for instance) 
intended to file another fraudulent claim, say x' ;t. x. This policyholder may come back 
to truthfulling after the increase in tNCx), even if tNCx') is slightly increased. This 
sequence is possible if the preferences of our gambler over lotteries depend upon his 
wealth, i.e., upon the magnitude of his loss. This suggests that, without simplifying 
assumptions, analyzing the consequences of a variation in the coverage schedule on 
the policyholder's strategy may be quite intricate. 

The problem is much more simple under constant absolute risk aversion since 
weath effects disappear from the incentive constraints when utility is exponential. 
Fagart and Picard (1999) have considered this case. They show that, when UO is 
CARA, the only incentive constraints that may be binding at the optimum correspond 
to loss levels x E I C [0, xl for which the policyholder receives the smallest indem­
nity payment. This results from the fact that, when UO is CARA, the loss x disap­
pears from (28). We know from Proposition 5-(ii) and (iv) that the claim is not audited 
in that case, which allows us to assume tJ/x) = tix) = ° if x E I since, as before, the 
optimal insurance coverage schedule {tNC·), ti·), P} is defined up to an additive con­
stant. The best risk-sharing is reached when 1= [0, m], with m > o. Under constant 
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absolute risk aversion, the fact that small claims should not be audited can thus be 
extended to the case of random aUditing. 

When the loss exceeds m, it is optimal to provide a positive insurance payment. 
Any increase in t~x) should be accompanied by an increase in p(x) for fraudulent 
claiming to be detered. Let <I>(tN) be the probability of audit for which the lottery 
"earning t~x) with probability I - p(x) or losing B with probability p(x)" and the 
status quo (i.e., a zero certain gain) are equivalent for the policyholder when his true 
loss level x is in I. The probability <!>(tN) does not depend on x when U(-) is CARA 
and we have <1>' > 0, <1>" < O. The optimal audit probability is such that p(x) = <I>(t~x)) 

for all x > m. 
Let c <I>'(t~x))dt~x) be the additional expected audit cost induced by a marginal 

increase in the insurance payment dt~x). Adding this additional expected audit 
cost to the variation in the insurance payment itself gives the additional expected total 
cost [1 + c <I>'(t~x))]dt~x). When a claim is audited, the additional cost induced by an 
increase in the insurance payment is just dtix). The difference in additional cost 
per $ paid as coverage explains why a larger payment should be promised in case of 
audit-i.e., tix) > t~x)-. More precisely, <1>" < 0 implies that I + c <I>'(t~x)) is decreas­
ing when t~x) is increasing. Hence, the difference in the addditional expected 
cost per $ paid as coverage decreases when t~x) increases. This explains why the 
additional deductible tix) - tNCx) == ll(x) is decreasing and disappears when x is 
large.24 

10.6 MORALE COSTS AND ADVERSE SELECTION 

Thus far we have assumed that the policyholders are guided only by self-interest and 
that they didn't feel any morale cost after filing a fraudulent claim. In other words, 
there was no intrinsic value of honesty to policyholders. In the real world, thank 
God, dishonesty creates morale problems and a lot of people are detered to file fraud­
ulent claim even if the probability of being caught is small and the fine is moderate.25 

However, more often than not, the insurers are unable to observe the morale 
cost incurred by their customers which lead to an adverse selection problem.26 In such 
a situation, the optimal audit policy as well as the competitive equilibrium in the 
insurance market (in terms of coverage and premium) may be strongly affected by 
the distribution of morale costs in the population of policyholders. In particular, 

24 Let Vex) = [I - p(x)]U(W - P - x + tN(x» + p(x)U(W - P - x + fix» be the expected utility of a 
policyholder who has incurred a loss x. Using p(m) = 0 shows that Vex) is continuous at x = m. 

25 See Tennyson (1994) on consumer attitudes toward insurance fraud. She shows that tolerant attitudes 
toward fraud are more often expressed by individuals who have negative perceptions of the fairness of 
insurance institutions and of insurance market outcomes, particularly by those who face poorly function­
ing or noncompetitive insurance markets. 

26 This asymetric information problem may be mitigated in a repeated relationship framework. 
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the consequences of insurance fraud will be all the more severe that the proportion 
of purely opportunistic policyholders (i.e., individuals without any morale cost) is 
large. 

We will approach this issue in the following setting, drawn from Picard (1996).27 
Assume that the insurance buyers face the possibility of a loss L with probability 
8 E (0, 1). Hence, for the sake of simplicity, the size of the loss is now given. The 
insurance contract involves a premium P and a level of coverage t. The insurer audits 
claims with a probability p E [0, 1] at cost c. To simplify further the analysis, we 
assume that the insurance payment t is the same, whether the claim is audited or not. 
The reservation utility is iJ = OU(W - L) + (1 - o)U(W). The policyholders may be 
either opportunist, with probability e or honest with probability I - e, with ° < e < 
1. Honest policyholders truthfully report losses to their insurer: they would suffer very 
large morale cost when cheating. Opportunists may choose to fraudulently report a 
loss. Let <X be the (endogenously determined) probability for an opportunist to file a 
fraudulent claim when no loss has been incurred. The insurers cannot distinguish 
honest policyholders from opportunists. 

Law exogenously defines the fine, denoted B, that has to be paid by a policyholder 
who is detected to have lied. Let p denote the audit probability that makes an oppor­
tunist (who has not experienced any loss) indifferent between honesty and fraud. 
Honesty gives Wr= W - P where W (respect. Wt) still denotes the initial (respect. final) 
wealth of the policyholder. Fraud gives Wr = W - P - B if the claim is audited and 
WI = W - P + t otherwise. Hence p is given by 

U(W - P) = pU(W - P-B)+O- p)U(W - P+ t) 

which implies 

_ U(W - P+t)-U(W - P) _ 
P = = p(t P) E (0 1) 

U(W-P+t)-U(W-P-B)-' , 

Consider a contract (t, P) chosen by a population of individuals that includes a pro­
portion 0" E [0, 1] of opportunists. Note that 0" may conceivably differ from e if various 
contracts are offered on the market. Given (q, P, 0"), the relationship between a poli­
cyholder and his insurer is described by the following three stage game: 

At stage 1, nature determines whether the policyholder is honest or opportunist, 
with probabilities I - 0" and 0" respectively. Nature also determines whether the 
policyholder experiences a loss with probability 8. 
At stage 2, the policyholder decides to file a claim or not. Honest customers 
always tell the truth. When no loss has been incurred, opportunists defraud with 
probability <X. 

27 See also Boyer (1999) for a similar model. 
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At stage 3, when a loss has been reported at stage 2, the insurer audits with prob­
ability p. 

Opportunists who do not experience any loss choose a to maximize 

EU = a[pU(W - P- B)+ 0- p)U(W - P+ t)]+(l-a)U(W - P) 

which gives 

a = 0 if P > p(t, P)] 
a E [0, 1] if P = p(t, P) 

a = 1 if p < p(t, P) 

(32) 

The insurer chooses p to maximize its expected profit En or equivalently to min­
imize the expected cost C defined by 

C=IC+AC 

with 

En=P-C 

where IC and AC are respectively the expected insurance coverage and the expected 
audit cost. 28 

Insurance coverage is paid to the policyholders who actually experience a 
loss and to the opportunists who fraudulently report a loss and are not audited. We 
have 

IC = t[ D + acr(l- cr)(l- p)] (33) 

AC = pe[D + acr(l- D)] (34) 

As in the previous sections, we assume that the insurer can commit to his audit 
policy which means that he has a Stackelberg advantage in the audit game: the audit 
probability p is chosen to minimize C given the reaction function of opportunists. 
Since in the next section we want to contrast such an equilibrium with a situation 
where the insurer cannot commit to its audit policy, we refer to this commitment equi­
librium with the upper index e. Let aC(t, P, cr), pe(l, P, cr) and e(l, P, cr) be respec­
tively the equilibrium strategies of opportunists and insurers and the equilibrium 

28 For the sake of simplicity, we assume that no award is paid to the insurer when an opportunist is 
caught cheating. The fine B is entirely paid to the government. 
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expected cost in an audit game (q, P, 0) under commitment to audit policy. Proposi­
tion 9 characterize these functions. 

Proposition 9. Under commitment to audit policy, the equilibrium of an audit game 
(t, P, 0) is characterized by 

p'(t, P, 0) = 0 and aC(t, P, 0) = 1 if c > co(t, P, 0) 

pC(I, P, 0) = p(q,P) and aC(t, P, 0) = 0 if c~ co(t, P,o) 

eC(t, P, 0) = min{t[o +0(1- 0)], 0[1 + pet, P)c]} 

where 

(1- o)crt 
Co (I ,P, 0) = op(t, P) 

The proof of proposition 9 is straightforward. Only two strategies may be optimal 
for the insurer: either fully preventing fraud by auditing claims with probability p = 
p(t, P) which gives a = 029 or abstaining from any audit (p = 0) which gives a = 1. 
The optimal audit strategy is chosen so as to minimize C. Using (33) and (34) gives 
the result. Proposition 9 shows in particular that, given the contract (t, P), preventing 
fraud through an audit policy is optimal if the audit cost c is low enough and the pro­
portion of opportunists 0 is large enough. 

We now consider a competitive insurance market with free entry, where insurers 
compete by offering policies. An adverse selection feature is brought in the model 
because the insurers cannot distinguish opportunists from honest policyholders. Fol­
lowing the approach of Wilson (1977), a market equilibrium is defined as a set of 
profitable contracts such that no insurer can offer another contract which remains prof­
itable after other insurers have withdrawn all non-profitable contracts in reaction to 
the offer. Picard (1996) characterizes the market equilibrium by assuming that honest 
individuals are uniformly distributed among the best contracts, likewise for oppor­
tunists. This assumption will be called A. Leeo 

(t C , pc) = arg max,.p {oU(W - L + t - P) + (1- o)U(W - P) 

S.t. P~CC(t,p,e)} 

Proposition 10. Under A, (te, Pc) is the unique market equilibrium when the insur­
ers can commit to their audit policy. 

29 a. = 0 is an optimal strategy for opportunists when p = jj(t, P) and it is the only optimal strategy 
if p = pet, P) + E, E > O. 

30 We assume that (tC, PC) is a singleton. 
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According to Proposition 10, a market equilibrium is defined by a unique con­
tract W, PC) that maximizes the expected utility of honest policyholders under the 
constraint that opportunists cannot be set aside.3l The arguments at work in the proof 
of proposition 10 can be summarized as follows. Let us first note that all contracts 
offered at equilibrium are necessarily equivalent for honest customers, otherwise some 
equilibrium contracts would only attract opportunists. Given A, this would imply that 
a = 1 is the equilibrium strategy of opportunists for such contract and these contracts 
could not be profitable. Equilibrium contracts are also equivalent for opportunists. 
Assume a contrario that opportunists concentrate on a subset of equilibrium contracts. 
For these contracts, the proportion of opportunists is larger that e and honest indi­
viduals prefer W, PC) to these contracts. A contract (tc - f" PC), f, > 0 would attract 
all honest individuals for f, small and would remain profitable even if opportunists 
finally also opt for this new contract. This contradicts the definition of a market equi­
librium. Hence, for any contract (t, P) offered at equilibrium, the insurers' participa­
tion constraint is P:?: C(t, P, e). If (tc, PC) is not offered, then another contract could 
be proposed that would be strictly preferred by honest individuals and that would 
remain profitable whatever the reaction of opportunists. Hence (t C , PC) is the only pos­
sible market equilibrium. Another contract (1, 1», offered in addition to ue, PC) will 
be profitable if it attracts honest individuals onli2 and if P > 8 i. If (i, 1» were offered, 
the insurers that go on offering W, PC) loss money. Indeed in such a case we neces­
sarily have aCue, PC, 0) = 1 where 0 is the proportion of opportunists in the popula­
tion of insureds who still choose (f, PC) after (1, 1» has be offered with 0> e.33 

We then have 

CC (t C , pc, crc ) = t C [8 + cr(1- 8)] 

> tC [8 + e(1- 8)] :?: C (t C ,PC, e) = pC 

which proves that (t C, PC) becomes non-profitable. Hence W, PC) will be withdrawn 
and all individuals will turn toward the new contract (i, 1». This new contract will 
show a deficit and it will not be offered, which establishes that (t", PC) is the market 
equilibrium. 

The market equilibrium is depicted in Figures 8 and 9. The perfect information 
market equilibrium is A with full insurance offered at fair premium. 

Maximizing EU = oU(W - L - P + t) + (1 - 0) U(W - P) with respect to t:?: 0, 
P :?: 0 subject to P = o[t + cp(t, P)] gives t = i and P = P at point B. We denote 118 
the expected utility at B and we assume 118 > [1, i.e., the origin of the axis is over the 

J] Proposition 10 shows that a pooling contract is offered at equilibrium: there does not exist any sepa­
rating equilibrium where honest and opportunist individuals would choose different contract. This result is 
also obtained by Boyer (1999) in a similar framework. 

32 Opportunists cannot benefit from separating and (t', PC) is the best pooling contract for honest indi­
viduals. 

- - - - 29 --
JJ We have (J = I if all honest policyholders choose (t , P) and (J = - if (t , P) and (/" PC) are equiv-

9+1 
alent for honest policyholders. 
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P P = t[ 8 + (1-8)8 ] 

P = 8 [ t + c P (t,P)] 

t 
o t L 

Figure 8 The market equilibrium is at point B when 8 > 8 

indifference curve that goes through B. This assumption is satisfied if the audit cost 
c is not too large. Maximizing EU with respect to t ~ 0, p ~ 0 subject to P = t[o + 
(1 - 0)8] gives t = i ~nd P = P at point C. We den?te 11c(8) the e,:cpected utility at C, 
with 11~8) < O. Let 8 E (0, 1) such that 11B = 11c(8). When 8 > 8, the market equi­
librium is at B: the insurers audit claims ~ith probability pet, P) and the opportunists 
are detered from defrauding. When 8 < 8, the market equilibrium is at C: the insur­
ers do not audit claims because the proportion of opportunists is too small for veri­
fyin~ claims to be profitable and the opportunists systematically defraud. Hence, when 
8 < 8 , there is fraud at equilibrium. 

10.7 THE CREDIBILITY ISSUE 

In a situation where there are many opportunist policyholders, it is essential for insur­
ers to credibly announce that a tough monitoring policy will be enforced, with a high 
probability of claim verification and a high level of scrutiny for suspected fraud. In 
the model introduced in the previous section, this was reached by announcing that 
claims are audited with probability pCt, P). However, since auditing is costly to the 
insurer, a commitment to such a tough audit policy may not be credible. 
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p 

P=t[8+(1-8)8] 

P = 8 [ t + c 15 (t,P)] 

p. P = 8 t 

t 
o 

L 

Figure 9 The market equilibrium is at point C when e < e 

In the absence of commitment, i.e., when the insurer has no Stackelberg advan­
tage in the audit game, the auditing strategy of the insurer is constrained to be a best 
response to opportunists' fraud strategy, in a way similar to tax compliance games34 

studied by Graetz, Reinganum and Wilde (1986) and Melumad and Mookherjee 
(1989).35 In the framework of the model of the previous section under no commitment 
to audit policy, the outcome of an audit game (t, P, cr) corresponds to a perfect 
Bayesian equilibrium, where: (a) the fraud strategy is optimal for an opportunist given 
the audit policy (b) the audit policy is optimal for the insurer given beliefs about the 
probability of a claim to be fraudulent (c) the insurer's beliefs are obtained from the 
probability of loss and opportunists strategy using Bayes' rule. 

Let an(t, P, cr) and pn(t, P, cr) be the equilibrium strategy of opportunists and of 
insurers, respectively, in an audit game in the absence of commitment to an audit 
policy and let C'(t, P, cr) be the corresponding expected cost. 

34 See Andreoni, Erard and Feinstein (1998) for a survey on tax compliance. 
35 Cummins and Tennyson (1994) analyze liability claims fraud within a model without Stackelberg 

advantage for insurers: each insurer chooses his fraud control level to minimize the costs induced by fraud­
ulent claims. 
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Proposition 11. Without commitment to an audit policy, the equilibrium of an audit 
game (t, P, 0') is characterized by36 

pn(t,P,a)=Oanda n (t,P,a)=1 if C>cl(t,a) 

pn(t,P,a)=p(t,P)andan(t,P,a)= ( ~~( ) if C<cl(t,a) 
0' 1- t-c 

{ 8t2 } C"(t,a) = min t[ 8 +0'0-8)],--
t-c 

where 

( ) a(1-a)t 
CI t,a =----

0'(1-0')+8 

The proof of proposition 11 may be sketched as follows. Let 1t be the probabil­
ity for a claim to be fraudulent. Bayes' rule gives 

aa(1-8) 
1t=-----

aa(1- 8)+8 
(35) 

Once a policyholder puts in a claim, the (conditional) insurer's expected cost is 

C = p[c+(1-1t)t] +(1- p)t (36) 

The equilibrium audit policy minimizes C with respect to p which gives 

p = 0 if 1tt < C} 
P E [0, 1] if 1tt = C 

P = 1 if7tt > C 

(37) 

The equilibrium of the no-commitment audit game is a solution (a,p, 1t) to (32), (35) 
and (37). Let us compare Proposition 11 to Proposition 9. At a no-commitment equi­
librium, there is always some degree of fraud: a = 0 cannot be an equilibrium strat­
egy since any audit policy that totally prevents fraud is not credible. Furthermore, we 
have CI(t, 0') < co(t, P, 0') for all t, P, 0' which means that the optimal audit strategy 
p = pet, P, 0') that discourages fraud is optimal for a larger set of contracts in the com­
mitment game than in the no-commitment game. Lastly, we have C(t, 0') ~ C(t, P, 
0') with a strict inequality when the no-commitment game involves p > 0 at equilib­
rium. Indeed, at a no-commitment equilibrium, there must be some degree of fraud 
for an audit policy to be credible which increases insurance expected cost. 37 

36 We assume t> c and we neglect the case C = CI(t, 0'). See Picard (1996) for details. 
37 As shown by Boyer (1999), when the probability of auditing is strictly positive at equilibrium (which 

occurs when 9 is large enough), then the amount offraud (I -o)9o:n(l", P", 9) = &/(1" - c) does not depend 
on 9. Note that I" does not (locally) depend on 9 when c < CI(I", 9). 
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The analysis of market equilibrium follows the same logic as in the commitment 
case. Let 

(t n ,r) = arg max"p{OU(W - L +t - P)+O-O)U(W -P) 

S.t. P? e(t, P, 9) 

be the pooling contract that maximizes the expected utility of honest policyholders.38 

Proposition 12. Under A, (tn, pn) is the unique market equilibrium when the insur­
ers cannot commit to their audit policy. 

The expected utility of honest policyholders is higher at the commitment equi­
librium than at the no-commitment equilibrium. To highlight the welfare costs of the 
no-commitment constraint, let us focus attention on the case where 9 is sufficiently 
large so that, in the absence of claims' verification, honest customers would prefer not 
to take out an insurance policy than to pay high premiums that cover the cost of sys­
tematic fraud by opportunists. This means that point C is at the origin of the axis in 
Figures 8 and 9, which occurs if 9 ? 9*, with 

9* O[U'(W - L) - U'(W)] 
= E (0 1) 

OU'(W - L) + (1- O)U'(W) , 

In Figure 10, the commitment equilibrium is at point B (i.e., 9 < 9) and the no­
commitment equilibrium is at the origin of the axis: the, the market shuts down com­
pletely at t = t" = O. 

Hence, besides the inevitable market inefficiency induced by the cost of 
auditing (i.e., going from A to B in Figure 10), the inability of insurers to commit to 
an audit policy induces an additional welfare loss (from B to 0). How can this 
particular inefficiency be overcome? Two solutions have been put forward in the lit­
erature. A first solution, developed by Melumad and Mookherjee (1989) in the 
case of income tax audits, is to delegate authority over an audit policy to an inde­
pendent agent in charge of investigating claims. An incentive contract offered by 
the insurer to the investigator could induce a tough monitoring strategy, and precom­
mitment effects would be obtained by publicly announcing that such incentives 
have be given to the investigator. Secondly, Picard (1996) shows that transferring 
audit costs to a budget balanced common agency may help to solve the commitment 
problem. The common agency takes charge of part of the audit expenditures 
decided by insurers and is financed by lump-sum participation fees. This mechanism 
mitigates the commitment problem and may even settle it completely if there 
is no asymmetric information between the agency and the insurers about audit costs. 

18 We assume that (t', P") is a singleton. 
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p = Cn(t,8) 

p = () t 
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Figure 10 Case where the market shuts down at a no-commitment equilibrium 

10.8 COLLUSION WITH AGENTS 

In many cases, insurance fraud goes through collusion between policyholders and a 
third party. For instance, collusion with auto mechanics, physicians or attorneys is a 
channel through which an opportunist policyholder may manage to falsify his claims. 
Falsification costs-taken as exogenous in the sections 3 and 4-then are the outcome 
of hidden agreement between policyholders and such agents. 

In this section, we focus on collusion between policyholders and agents in charge 
of marketing insurance contracts. We also consider another type of fraud, namely the 
fact that policyholders may lie or not disclose relevant information when they take 
out their policy.39 We will assume that the agent observes a number of characteristics 
of the customer that allow him to estimate correctly the risks and to price the policy. 
These characteristics cannot be verified by the insurer. Agents also provide promo­
tional services that affect the demand for the policies offered by the insurer but 
promotional effort cannot either be verified by the insurer.4o The insurer only observes 

39 On this kind offraud when insurers can (at some cost) verify the policyholders' types, see Dixit (2000). 
40 The choice of distribution system affects the cost to the insurers of elicitating additional promotional 

effort of their sales force. For instance, exclusive representation prevents the agents from diverting po­
tential customers to other insurers who pay larger commissions. Likewise giving independent agents 
ownership of policy expirations provides incentives for agents to expend effort to attract and retain 
customers~see Kim, Mayers and Smith (1996). 
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two signals of his agent's activity, namely net premiums written and indemnity 
payments. 

The key element we want to focus on is the fact that agents may be willing to 
offer unduly advantageous contracts to some policyholders in order to compensate 
low promotional efforts. This possibility should lead the insurer to condition his 
agents' commissions at the same time on cashed premiums and on indemnity pay­
ments. Of course, the issue of how an insurer should provide incentives to his selling 

agents-be they exclusive or independent-is important independently of insurance 
fraud. However, in a situation where the insurer does not perfectly monitor his agents, 
there is some scope for collusion between agents and policyholders which facilitates 
insurance fraud. The agent may be aware of the fact that the customer tells lies or that 
he conceals relevant information but he overlooks this violation in order not to miss 
an opportunity to sell one more insurance policy. Hence, in such a case, the defrauder 
is in fact the policyholder-agent coalition itself. In what follows we sketch a model 
that captures some consequences of insurance fraud through collusion between poli­
cyholders and agents. 

Consider an insurance market with n risk-neutral firms of equal size. Each firm 
employs I exclusive agents to sell insurance contracts. 41 Let e be the promotional effort 

expended by an agent. Let k be the loading factor used to price the policies written 
by the agent. For any customer, the agent is supposed to be able to correctly estimate 
the expected indemnity payments Et. Let k be the loading factor decided upon by 
the insurer. Hence, if expected indemnity payments are truthfully reported by the 
selling agent to the insurer, the pricing rule should lead the agent to charge a premium 
(1 + k )Et. However, by misreporting expected indemnity payments, the agent is able 
to write policies with an actual loading factor lower than k. In what follows, e and k 
are the decision variables of the agent. 

Let P and Q be respectively the aggregate premiums collected by a given agent 
and the aggregate indemnity payments made to his customers during a period of time. 
We assume 

(38) 

where EI is an idiosyncratic random parameter that varies among agents, with EEl = 

O. EI is unknown when the selling agent chooses e and k and cannot be observed by 
the insurer. Larger promotional efforts increase demand for insurance contracts sold 
by the agent which increases the amount of collected premiums. Furthermore, we 
assume that the elasticity of demand for coverage (in terms of expected insurance 
demand) with respect to loading I + k is larger than one. Hence a higher loading 
factor--or, equivalently, less downward misreporting of expected insurance payments 

41 Modelling promotional effort in an independent agency system would be more complex since, in 
such a system, the agent's decisions are simultaneously affected by incentives provided by several 
insurers. 
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by the agent to the insurer--decreases the premiums cashed. Note that the coefficient 
line in (38) reflects the market share of each agent. We also have 

1 [ £,] Q=- h(e,k)+-+£2 
nJi l+k 

(39) 

where h(e, k) == gee, k)/l + k, with h: > 0, gk < 0 and where £2 is another idiosyncratic 
random parameter, uncorrelated with £" such that E£2 = O. 

Let \jI(e) be the cost to the agent of providing promotional effort at level e, with 
\jI' > 0, \jI" > O. The agents are supposed to be risk-averse. 

If insurers were able to monitor the promotional effort and to verify the expected 

indemnity payments of the policies written by their agents, they would be in position 
to choose e and k so as to maximize their expected profit written as 

En = Ji[EP-EQ-EC] 

where C denotes the commission paid to each agent. Under perfect information about 
the agent's behaviour it is optimal to pay fixed commissions so that net earnings 
C - \jI(e) are equal to a given reservation payment normalized at zero. We thus have 
C = \jI(e), which gives 

1 
En = -[gee, k) - h(e, k)] - Ji\jl(e) (40) 

n 

Maximizing En with respect to e and k gives the first best solution e = e* and k = 

k*. A free entry perfect information equilibrium is defined by En = 0 which gives an 
endogenously determined number of firms n = n*. 

Assume now that the insurers do not observe the promotional effort expended by 
the agents. They can neither verify the expected indemnity payments associated with 
the policies written by their agent. Opportunist policyholders would like to purchase 
insurance priced at a loading factor lower than k by not disclosing relevant informa­
tion about the risks incurred to the insurer. It is assumed that this hidden information 
cannot be revealed to the insurer if an accident occurs. The agent observes the risks 
of the customers but he may choose not to report this information truthfully to the 
insurer in order to get larger sales commissions. The insurer may control the agent 
opportunism by conditioning his commissions both on cashed premiums and on 
indemnity payments. However, because of the uncertainty that affects premiums and 
losses, risk premiums will have to be paid to selling agents which will ultimately affect 
the firm's profitability. 

Assume that the commission paid to an agent depends linearly on P on Q, i.e. 

C= aP- ~Q+Y 
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Assume also that the agents' utility function V is quadratic, which allows us to 
write 

EV=EC-pVar(C)-'ljf(e) p>O 

The agent's participation constraint EV ~ 0 IS binding at the optimum, which 
gives 

EC = p Var(C) + 'Ijf(e) 

=-P-[a20? +~2 ~+~20~J 
(nfii O+k)2 

where 07 = Var(Cl) and 0~ = Var(C2)' We obtain 

En = .!.[g(e, k) -h(e, k)]-fi'ljf(e)-+[a20f + ~2 ~+~20~] 
n nfi (l+k) 

The insurer maximizes En with respect to e ~ 0, k ~ 0, a and ~ subject to the 
agent's incentive compatibility constraint 

(e,k) E ArgMaxEV = ~ gee', k') - ~h(e', k')+y - 'Ijf(e') 
~k' nfi nfi 

--P-[a20? +~2 0r +~20~] 
(nd (1 +k,)2 

If there is some positive level of promotional effort at the optimum, the incentive com­
patibility constraint implies a > 0 and ~ > O. In words, the insurers should condition 
the sales commissions at the same time on collected premiums and on indemnity pay­
ments. Because of the risk premium paid to the agent, the expected profit of the insurer 
is lower than when he observes e and k. The equilibrium levels of e and k also differ 
from their perfect information levels e* and k*. Lastly, at a free entry equilibrium, the 
number of firms in the market is lower than when the insurer has perfect information 
about his agent's activity. 

Insurance fraud through collusion between policyholders and agents may also 
occur in the claims settlement phase, particularly in an independent agency system. 
As emphasized by Mayers and Smith (1981), independent agents usually are given 
more discretion in claims administration than exclusive agents and they may inter­
cede on the policyholder's behalf with the company's claims adjuster. Influenc­
ing claims settlement in the interest of their customers is all the more likely 
that independent agents may credibly threat to switch their business to another 
insurer. 
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10.9 CONCLUSION 

Although the theory of insurance fraud is far from being complete, this survey allows 
us to draw some tentative conclusions. Firstly, insurance fraud affects the design of 
optimal insurance policies in several ways. On the one hand, because of claims' mon­
itoring costs, an optimal contract exhibits non-verification with constant net payouts 
to insureds in the lower loss states and (possibly random) verification for some severe 
losses. In some cases, a straight deductible contract is optimal. On the other hand, the 
possibility for policyholders either to manipulate audit costs or to falsify claims should 
lead insurers to offer contracts that exhibit some degree of coinsurance at the margin. 
The precise form of coinsurance depends on the specification of the model. For 
instance, it may go through a ceiling on coverage or through overcompensation for 
small losses and undercompensation for large losses. However, the fact that insurers 
should not be offered policies with full insurance at the margin seems a fairly robust 
result as soon as they may engage in costly activities that affect the insurer's infor­
mation about damages. Secondly, insurance fraud calls for some cooperation among 
insurance companies. This may go through the development of common agencies that 
build data bases about past suspicious claims, that develop quantitative method for 
better detecting fraudulent claims42 and that spread information among insurers. In 
particular data bases may help to mitigate the inefficiency associated with adverse 
selection, that is with the fact that insurers are unable to distinguish potential defraud­
ers from honest policyholders. Cooperation among insurers may also reduce the inten­
sity of the credibility constraints that affect antifraud policies. Freeriding in antifraud 
policies could be analyzed along the same lines and it also calls for more coopera­
tion among insurers. Thirdly, insurance fraud frequently goes through collusion with 
a third party, be it the agent of the policyholder or of the insurer. Contractual rela­
tionships between insurers and these third parties strongly affects the propensity of 
policyholders to engage in insurance fraud activities. In particular, conditioning sales 
commissions paid to agents on a loss-premium ratio results from a compromise 
between two objectives: providing incentives to make promotional effort and deter­
ing collusion with customers. Risk premiums borne by agents are then an additional 
cost of the distribution system, which ultimately affects the efficiency of insurance 
industry. Preventing collusion between a policyholder and his own agent is a still more 
difficult challenge. Vertical integration of these agents by insurance companies (for 
instance through affiliated automechanics networks) is likely to mitigate the intensity 
of collusion in such cases.43 

42 See Derrig and Ostaszewski (1995) and Weisberg and Derrig (1992). 
43 See Brundin and Sa1anie (1997). 
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APPENDIX 

Proof of Lemma 1 

Let 

i(x) = Sup{t(x), t(y), y E Me} 

to = bif {((x), X E [0, x]} 

M = {xl((x» to} 
p =p 

357 

Obviously, the contract 8 = {i (.), M, P} is incentive compatible. Hence 8 and 8 yield 
the same insurance payment. 

Let x(x) be an optimal claim of the policyholder under 8 when he suffers a 
loss x. Let Xo E M. We then have ((xo) > ((XI) for some XI in [0, xl. This gives 
x(xo) E M, otherwise x(xo) would be a better claim than X(XI) under 8 when X = XI' 

Audit costs are thus lower under 8 than under 8. • 

Proof of Lemma 244 

Let 

L=U(W -P-x+t(x))/(X)+A[t(X)+c] if XEM 

be the Lagrangean, with A a multiplier associated with the non-negative expected 
profit constraint. When P, to and M are fixed optimally, the schedule t(.): M ~ R+ is 
such that 

~~ = U'(W - P - X + t(x))/(x) - vex) = 0 

This allows us to write 

t (x) = X - k for all X in M 

where k is a constant. 
Assume there exist 0 ::; al < az < a3 ::; a4 ::; x such that 

44 This proof follows Bond and Crocker (1997). 
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Let 

We have 

EU = J U(W -P-k)dF(x)+J U(W -P-x+to)dF(x) 
M* M* 

f"2 fal + U(W -P-k)dF(x)+ . U(W -P-x+to)dF(x) 
~ "2 

+fi14 U(W -P-k)dF(x) 
a) 

and 

EfI=P-J (x-k+c)dF(x)-J ctodF(x) 
M* M* 

f"2 fa) 
- (x-k+c)dF(x)- to dF(x) 

~ "2 

- J:(x-k+c)dF(x)=O 

Differentiating (42) with respect to a2 and a4 gives 

da3 = (a2 - k + C - to)j(a2)da2 
a3 - k + c - to 

which implies 

with 

Ll = U(W -k - P) -U(W - P-a3 +to) _ U(W - k - P)-U(W - P-a2 +to) 

a3 - k - to + C a2 - k - to - c 

(41) 

(42) 

The concavity of U guarantees that Ll > O. Furthermore a2 - k;::: to since [at. a2) C M. 
We thus have dEU> 0 if da2 < O. • 

Proof of Proposition 1 

Let us delete the constraint (6). We may check that it is satisfied by the optimal 
solution of this less constrained problem. Assigning a multiplier A ;::: 0 to the non-
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negative profit constraint, the first-order optimality conditions on k, P and mare 
respectively 

[1- F(m)][U'(W - P - k) - A] = 0 

Jom U'(W -x - P)dF(x)+[I- F(m)]U'(W - P-k) = A 

U(W - m - P)f(m+)- U(W - P -k)f(m+) + A(C + m -k)f(m+)~ 0 

= 0 if m > 0 

(43), (44) and F(m) e:j{0) > 0 for all m e: 0 give 

U'(W _P_k)=_I_ rmU'(W -x-P) dF(x) 
F(m) Jo 

which implies 0 < k < m if m > 0 and k = 0 if m = O. 

(43) 

(44) 

(45) 

Assume m = O. Substituting k = m = 0 in (45) then gives Acj{O+) ~ 0, hence a con-
tradiction. • 

Proof of Proposition 2 

The first order optimality conditions on k, P and to are respectively 

[1- F(m)][U '(W - P - k) - A] (46) 

f(O)U'(W - p)+Jm U'(W -x - P+to)dF(x)+ [1- F(m)]U'(W - P-k) = A (47) 
0+ 

f m U'(W - X - P + to)dF(x) = A[F(m) - f(O)] (48) 
0+ 

(46), (47), (48) and F(m) e:j{0) > 0 for all m e: 0 give k = 0 and A = U(W - P). Using 
(48) then yields 

[F(m)- f(O)]U'(W -P) = fm U(W -x -P+to)dF(x) 
0+ 

which implies 0 < to < m if m > o. 
Consider m as a fixed parameter. Let <I>(m) be the optimal expected utility as a 

function of m. The envelope theorem gives 

<I>'(m) = U'(W -m -P+to)f(m)-U(W -P-k)f(m) 

+A(to+c+m-k)f(m) if m>O 

when m ~ 0, then to ~ O. Using k = 0 then gives 
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lim <l>'(m) = A.cj(O+) > 0 
m-->Q 

which implies m > 0 at the optimum. • 
Proof of Proposition 3. See Picard (1999). 

Proof of Proposition 4. See Bond and Crocker (1997). 

Proof of Proposition 5. See Picard (1999). 

Proof of Proposition 6. See Crocker and Morgan (1997). 

Proof of Proposition 7. See Mookherjee and Png (1989) and Fagart and Picard 
(1999). 

Proof of Proposition 8. See Fagart and Picard (1999). 

Proof of Proposition 9. See Picard (1996). 

Proof of Proposition 10. See Picard (1996). 

Proof of Proposition 11. See Picard (1996). 

Proof of Proposition 12. See Picard (1996). 
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The paper surveys recent empirical studies that test for or evaluate the importance of 
asymmetric information in insurance relationships. I first discus the main conclusions 
reached by insurance theory in both a static and a dynamic framework. A particular 
emphasis is put on the testable consequences that can be derived from existing models. 
I review several studies exploiting these theoretical insights in a static context. Then 
I briefly consider the dynamic aspects. 
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11.1 INTRODUCTION 

Modern insurance economics have been deeply influenced by the developments of 
contract theory. Our understanding of several crucial aspects, such as the design of 
optimal insurance contracts, the form of competition on insurance markets or the role 
of public regulation, just to name a few, systematically refers to the basic concepts of 
contract theory-moral hazard, adverse selection, commitment, renegotiation and 
others. Conversely, it is fair to say that insurance has been, and to a large extent still 
remains, one of the most important and promising fields of empirical application for 
contract theory. 

It can even be argued that, by their very nature, insurance data provide nearly 
ideal material for testing the predictions of contract theory. Chiappori (1994) and 

* The author is endebted to G. Dionne, I. Hendel, B. Salanie and two referees for useful suggestions 
and comments. Financial support from the Chaire d'Economie de I' Assurance (Paris) is gratefully aknowl­
edged. Errors are mine. 
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Chiappori and Salanie (1996) remark that most predictions of contract theory are 
expressed in terms of a relationship between the form of the contract, a "performance" 
that characterizes the outcome of the relationship under consideration, and the result­
ing transfers between the parties. Under moral hazard, for instance, transfers will be 
positively correlated to but less volatile than outcomes, in order to conjugate incen­
tives and risk sharing; under adverse selection, the informed party will typically be 
asked to choose a particular relationship between transfer and performance within a 
menu. The exact translation of the notions of "performance" and "transfer" varies with 
the particular field at stake. Depending on the context, the "performance" may be a 
production or profit level, the performance of a given task or the occurrence of an 
accident; whereas the transfer can take the form of a wage, a dividend, an insurance 
premium and others. 

In all cases, empirical estimation ofthe underlying theoretical model would ideally 
require a precise recording of (i) the contract, (ii) the information available to both 
parties, (iii) the performance, and (iv) the transfers. In addition, the contracts should 
be to a large extent standardized, and large samples should be considered, so that the 
usual tools of econometric analysis can apply. As it turns out, data of this kind are quite 
scarce. In some contexts, the contract is essentially implicit, and its detailed features 
are not observed by the econometrician. More frequently, contracts do not present a 
standardized form because of the complexity of the information needed either to 
characterize the various (and possibly numerous) states of the world that should be 
considered, or to precisely describe available information. 1 In many cases, part of the 
information at the parties' disposal is simply not observed by the econometrician, so 
that it is de facto impossible to condition on it as required by the theory. Last but not 
least, the "performance" is often not recorded, and even not precisely defined. In the 
case oflabor contracts, for instance, the employee's "performance" is often the product 
of a supervisor's subjective estimation, that is typically not recorded in the firm's files 
(and, in any case, will typically not be available to the econometrician). 

In contrast, most insurance contracts fulfill all of the previous requirements. 
Individual insurance contracts (automobile, housing, health, life, etc.) are largely 
standardized. The insurer's information is accessible, and can generally be 
summarized through a reasonably small number of quantitative or qualitative 
indicators. The "performance"-whether it represents the occurrence of an accident, 
its cost, or some level of expenditure-is very precisely recorded in the firms' 
files. Finally, insurance companies frequently use data bases containing several 
millions of contracts, which is as close to asymptotic properties as one can probably 
be. It should thus be no surprise that empirical tests of adverse selection, moral 
hazard or repeated contract theory on insurance data have recently attracted renewed 
attention. 

In what follows, I shall concentrate on empirical models that explicitly aim at 
testing for or evaluating the importance of asymmetric information in insurance re1a-

I This problem, for instance, is frequently encountered with data related to firms' behavior. 
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tionships. This obviously excludes huge parts of the empirical literature on insurance, 
that are covered by other chapters of this volume. Also, I will leave aside the impor­
tant literature on fraud-a topic that is explicitly addressed by the contributions of 
P. Picard and G. Dionne. Similarly, I shall only allude to a few studies relating to infor­
mation asymmetries in health insurance. 

The structure of this contribution is as follows. Section 11.2 discusses the main 
conclusion reached by insurance theory in a both a static and a dynamic framework. 
A particular emphasis is put on the testable consequences that can be derived from 
existing models. Section 11.3 reviews several studies exploiting these theoretical 
insights in a static context. Section 11.4 briefly considers the dynamic aspects of the 
issue. Finally, concluding comments are in the last section. 

11.2 EMPIRICAL TESTS OF INFORMATION ASYMMETRIES: 
THE THEORETICAL BACKGROUND 

It is by now customary to outline two polar cases of asymmetric information, namely 
adverse selection and moral hazard. Each case exhibits specific features that must be 
understood before any attempt at quantifying their empirical importance.2 

11.2.1 Adverse Selection3 

11.2.1.1 Definition 
Adverse selection arises when one party-generally, the subscriber-has a better 
information than the other party-the insurer-about some parameters that are rele­
vant for the relationship. In most theoretical models, the asymmetry is relative to the 
level of risk: the client is assumed to know better either her accident probability, or 
the (conditional) distribution of losses incurred in case of accident, or both. A key 
feature is that, in such cases, the agent's informational advantage is directly related to 
the insurer's (expected) cost of providing the contract. 

While theoretical models concentrate upon one particular source of adverse selec­
tion-the agent's better knowledge of her risk-the empirical relevance of this exclu­
sive emphasis is not always guaranteed. In many real-life applications, risk is not the 
only possible source of informational asymmetry, and arguably not the most impor­
tant one. For instance, individuals also have a better knowledge of their own prefer­
ences, and particularly their level of risk aversion-an aspect that is often disregarded 
in theoretical models. 

A possible justification for this lack of interest is that, in principle, adverse selec­
tion on preferences, per se, has negligible consequences upon the form and the 

2 For a clear and comprehensive presentation of the various theoretical models, the reader is referred to 
Salanie (1997). 

J See also the conrribution by Dionne, Doherty and Fombaron in this volume. 
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outcome of the relationship, at least in a competitive context. Pure competition typi­
cally imposes that companies charge a fair premium, at least whenever the latter can 
be directly computed (which is precisely the problem when the agent's risk is not 
known). Hence, the equilibrium contract should not depend on the subscriber's pref­
erences, whether the latter are public or private information. To be a little more 
specific: in a model of perfectly competitive insurance markets with symmetric infor­
mation, the introduction of hidden information on preferences only will not alter the 
equilibrium outcome. 

This conclusion should however be qualified, for at least two reasons. For one 
thing, perfect competition is a natural assumption within a simplified theoretical 
model, but much less so in reality. Fixed costs, product differentiation, price sticki­
ness, switching costs and cross-subsidization are part of the real world; oligopoly 
is probably the rule rather than the exception. In such a context, firms are able to 
make positive profit, and the latter is related to the agents' demand elasticity-which 
directly reflects risk aversion. To take an extreme case, it is well known that in a 
principal-agent framework--equivalent to some monopoly position of the insurance 
company-adverse selection on risk aversion does matter for the form of the optimal 
contract. 

A second caveat is that even when adverse selection on preferences alone does 
not matter, it may still, when added to asymmetric information of a more standard 
form, considerably modify the properties of equilibria. In a standard Rothschild­
Stiglitz context, for instance, heterogeneity in risk aversion may result in violations 
of the classical single-crossing property of indifference curves "a la Spence-Mirrlees", 
which in turn generates new types of competitive equilibria.4 More generally, situa­
tions of bi- or multi-dimensional adverse selection are much more complex than the 
standard ones, and may require more sophisticated policies.s 

11.2.1.2 What Does the Theory Predict? 
The previous remarks only illustrate a basic conclusion: when it comes to empirical 
testing, one should carefully check the robustness of the conclusions under consider­
ation to various natural extensions of the theoretical background. Now, what are the 
main robust predictions emerging from the theoretical models? 

A first distinction, at this stage, must be made between exclusive and non exclu­
sive contracts. The issue, here, is whether individuals are free to buy an arbitrary 
number of contracts from different insurance companies, or whether the insurer can 
impose an exclusive relationship. In the field of insurance, both situations coexist; for 

4 See Villeneuve (1996), Chassagnon (1996) and Araujo and Moreira (2000). The same remark applies 
to models with adverse selection and moral hazard, whether adverse selection is relative to risk, as in 
Chassagnon and Chiappori (1997), or to risk aversion, as in Julien, Salanie and Salanie (1996). 

5 Typically, they may require more instrument than in the standard models. In addition, one may 
have to introduce randomized contracts, and bunching may take specific forms. See Rochet and Chone 
(1998). 
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instance, automobile insurance contracts are almost always exclusive, whereas annu­
ities or life insurance are typically sold without exclusivity. 

Non Exclusive Contracts and Price Competition. Non exclusivity strongly restricts 
the set of possible contracts. For instance, no convex price schedule can be imple­
mented: if unit prices rise with quantities (which is typically what adverse selection 
requires), agents can always "linearize" the schedule by buying a large number of 
small contracts from different insurers.6 The same holds true for quantity constraints, 
which can be considered as a particular form of price convexity. To a large extend, 
the market will in that case entail standard (linear) price competition. 

In this context, adverse selection has well-known consequences. Since all agents 
face the same (unit) price, high risk individuals are de facto subsidized (with respect 
to fair pricing), whereas low risk agents are taxed. The latter are likely to buy less 
insurance, or even to leave the market. A first prediction of the theory is precisely 
that, in the presence of adverse selection, the market typically shrinks, and the high 
risk agents are over-represented among buyers. In addition, purchased quantities 
should be positively correlated with risk; i.e., high risk agents should, everything 
equal, buy more insurance. Both predictions are testable using insurers' data. 

Finally, the presence of adverse selection will have an impact on prices. Because 
of the over-representation (in number and in quantities) of high risk agents in the 
insurers' portfolios, unit prices will, at equilibrium, exceed the level that would obtain 
in the absence of adverse selection. Although the latter is not observable, it may 
in some cases be computed from the average characteristics of the general popula­
tion. A typical example is provided by annuities, since the distribution of life 
expectancy conditional on age is well documented. It is in principle possible to 
compute the fair price of a given annuity, and to compare it to actual market price. A 
difference that exceeds the "normal" loading can be considered as indirect evidence 
of adverse selection (provided, of course, that the "normal" level of loading can be 
precisely defined). 

Exclusive Contracts. In the alternative situation of exclusivity, theoretical predic­
tions depend, among other things, on the particular definition of an equilibrium that 
is adopted-an issue on which it is fair to say that no general agreement has been 
reached. Using Rothschild and Stiglitz's concept, equilibrium may fail to exist, and 
cannot be pooling. However, an equilibrium a la Riley always exists. The same prop­
erty holds for equilibria a la Wilson; in addition, the latter can be pooling or separat­
ing, depending on the parameters. Referring to more complex settings-for instance, 
game-theoretic frameworks with several stages--does not simplify the problem, 
because the properties of equilibria are extremely sensitive to the detailed structure 

6 The benefits of linearization can be mitigated by the presence of fixed contracting costs. For large 
levels of coverage, however, this limitation is likely to be negligible. 
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of the game (for instance, the exact timing of the moves, the exact strategy spaces, 
... ), as emphasized by Hellwig (1987). 

These remarks again suggest that empirically testing the predictions coming from 
the theory is a delicate exercise; it is important to select properties that can be expected 
to hold in very general settings. Following Chiappori and Salanie (2000), one can 
argue that three conclusions seem fairly robust, namely: 

1. under adverse selection, agents are likely to be faced with menus of contracts, 
among which they are free to choose. 

2. contracts with more comprehensive coverage are sold at a higher (unit) premium; 
or, more precisely, the marginal premium rate (i.e., the increase in premium 
required for each additional dollar of coverage) should increase with coverage 
(convex pricing). 

3. contracts with more comprehensive coverage are chosen by agents with higher 
expected accident costs. 

The first prediction is essentially qualitative. It is also quite general, and holds 
true for different types of adverse selection (i.e., agents may differ by their risk, but 
also by their wealth, preferences, risk aversion, etc.), at least within an imperfect com­
petition context. The second prediction, in most circumstances, is a direct consequence 
of individual rationality in general: even in the absence of adverse selection, an agent 
will not choose a contract with higher deductible (or more coinsurance) unless its 
unitary price is lower, at least if pricing is approximately fair.7 Testing for this prop­
erty is an interesting perspective; however, it requires an explicit and adequate esti­
mation of the firm's pricing policy. Such a task may, in practice, reveal quite difficult. 
While abstract models generally assume proportional costs, in real life fixed costs and 
(dis )economies of scale and scope play an important role, and are responsible for 
many non linearities in the pricing policy. The latter may be very difficult to disen­
tangle from those due to asymmetric information. If, because of adverse selection, the 
price schedule is less concave than it would otherwise be, there is little hope that such 
a subtle impact can be empirically identified at all. 

On the contrary, testing the third property does not require an estimation of the 
firm's pricing policy. If agents, facing an identical menu of contracts (sold at identi­
cal fares), self select on the basis of some private information they have about their 
riskiness, then a positive correlation between coverage and expected costs should be 
observed, whatever the prices. It should be noted that this prediction seems quite 
robust. For instance, it does not require single crossing, and it holds when moral 
hazard or multidimensional adverse selection are introduced. 

7 This needs not be true when loading is high, because agents with lower risk will typically prefer less 
coverage, even at a (slightly) higher unit price. However, insurance companies are unlikely to charge a 
higher unit price to less risky customers in any case. 
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This claim must however be qualified, or at least clarified. What must be stressed, 
at this point, is that this prediction is valid within a group of observationally identi­
cal agents. In practice, insurance companies use observable characteristics to catego­
rize individual risks. As far as pricing across classes thus constructed is concerned, 
the previous conclusions are totally irrelevant. Some agents may be offered contracts 
entailing both higher unitary premium and larger deductible;8 the point being that they 
cannot choose the class they will be categorized into. The self-selection issue applies 
only within such classes. The empirical translation is that one must systematically 
consider probability distributions that are conditional on all observables. Although 
this requirement is in principle straightforward, how this conditioning is actually 
performed on "real" data is one of the key problems of this line of empirical 
investigation. 

Finally, although most models predict a positive correlation between equilibrium 
coverage and risk, the literature has identified a few cases in which this correlation 
can be reversed. One is when the informational advantage is on the insurer's side, as 
studied by Villeneuve (1996). The problem, here, is that the insurer's claim that a 
client's risk is high can only be credible if it does not result in increased profit for the 
insurer. This revelation constraint, in general, requires partial coverage of risky agents 
and full coverage of safer ones. Another case is the "cherry-picking" model of de 
Meza and Webb (1999). In this context, risk averse agents are both more willing to 
buy insurance and more likely to adopt a cautious behavior that results in smaller acci­
dent probability. The authors show that this combination of adverse selection on risk 
aversion and moral hazard may, in the presence of loading, generate a negative cor­
relation between risk and coverage at equilibrium. 

11.2.2 Moral Hazard 

Moral hazard occurs when the accident probability is not exogenous, but depends on 
some decision made by the subscriber (e.g., effort of prevention). When the latter is 
observable and contractible, then the optimal decision will be an explicit part of the 
contractual agreement. For instance, an insurance contract covering a fire peril may 
impose some minimal level of firefighting capability, or at least adjust the rate accord­
ing to the existing devices. When, on the contrary, the decision is not observable, or 
not verifiable, then one has to examine the incentives the subscriber is facing. The 
curse of insurance contracts is that their mere existence tends to decrease incentives 
to reduce risk. In the extreme case of complete insurance (when the insured's welfare 
does not depend at all on the occurrence of an accident), incentives are killed, result­
ing in maximum accident probabilities. In general, different contracts provide differ­
ent incentives, hence result in different observed accident rates. This is the bottom 
line of most empirical tests of moral hazard. 

8 This is typically the case of automobile insurance for young drivers, for instance. 
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An additional distinction that is specific to insurance economics is between an 
accident and a claim. Moral hazard is ex ante when the consequence of the agent's 
effort is a decrease in accident probability or severity (this is typical of prevention). 
But insurance companies are interested in claims, not in accidents. Whether an acci­
dent results in a claim is the agent's decision, and is as such influenced by the form 
of the insurance contract. Of course, the previous argument holds for both case: more 
comprehensive coverage discourages accident prevention and increases incentives to 
file a claim for small accidents. However, the econometrician will in general be eager 
to distinguish between "true" moral hazard (resulting in changes in the accident rates) 
and incentives to file a claim, if only because the welfare implications are typically 
very different. For instance, a deductible is more likely to be welfare increasing when 
it reduces accident probability than when its only effect is to discourage victims from 
filing a claim (unless, of course, the technology of the insurance industry-say, the 
presence of fixed costs-makes the processing of small claims very inefficient).9 

Quite interestingly, the basic moral hazard story is very close to the adverse selec­
tion one, except for an inverted causality. Under adverse selection, people are char­
acterized by different levels of risk (that will ex post be translated into different 
accident rates); because of these discrepancies, they choose different contracts. In a 
context of moral hazard, agents first choose different contracts; then they are faced 
with different incentive schemes, hence adopt more or less cautious behavior, which 
ultimately results in heterogeneous accident probabilities. In both cases, however, the 
conclusion is that, controlling for observables, the choice of a contract will be corre­
lated with the accident probability-again, more comprehensive coverage being asso­
ciated to higher risk. 

This suggests that it may be difficult to distinguish between adverse selection and 
moral hazard in the static framework (i.e., using cross-sectional data). An econome­
trician may find out that, conditionally on observables, agents covered by a compre­
hensive automobile insurance contract are more likely to have an accident. Deciding 
whether they chose full coverage because they knew their risk was higher, or they 
became more risky because the comprehensive contract they chose (for some exoge­
nous and independent reason) killed most incentives to drive safely, is a much harder 
task. 

Distinguishing Adverse Selection from Moral Hazard. The adverse selection 
versus moral hazard puzzle can be solved in different ways. One is to use natural 
experiments. Assume that the incentive structure that a given population faces is 
modified for exogenous reasons (typically, a reform of the regulatory framework). 
Resulting changes in people's behavior (if any) cannot be attributed to adverse selec­
tion (since the population remains unchanged); then moral hazard is a natural inter-

9 A related problem is fraud, defined as any situation where a subscriber files a claim for a false acci­
dent or overstates its severity in order to obtain a more generous compensation. The optimal contract, in 
that case, typically require selective auditing procedures (see the Chapters by G. Dionne and P. Picard in 
this volume). 
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pretation. Ideally, the population would be randomly split into various subgroups, one 
of which (at least) keeps the old scheme. Such a "reference" group allows to sort out 
the changes that are specifically driven by the new regulation. The celebrated Rand 
study on medical expenditures (see Manning et al. 1987) provides a perfect illustra­
tion of such a context. 

This basic idea may in some occasions apply even in the absence of an actual 
"experiment" of this kind. Any context where similar individuals are facing different 
incentive schemes can do, provided one can be sure that the selection into the various 
schemes is not related to risk-relevant characteristics. A few examples of such "pseudo 
natural experiments" will be provided later on. 

Finally, and perhaps more fruitfully, the distinction between adverse selection and 
moral hazard may exploit the different dynamic properties of the various cases. Two 
approaches can be chosen here. One is to assume that existing contracts are optimal. 
The recent developments of dynamic contract theory can then be used to character­
ize the main qualitative patterns these optimal contracts should exhibit in each case. 
Testable predictions obtain, that can be compared to existing contracts. The second 
approaches does not rely on optimality assumptions. Rather, it takes existing contracts 
as given, and characterizes the agent's optimal response in the various contexts. For 
instance, one may test for moral hazard by deriving the dynamic properties of the 
optimal experience rating schemes, and check whether existing schemes correspond 
to this model. Alternatively, one may take the existing experience rating mechanisms 
as given, and study the induced dynamics of effort and accidents. Then these can be 
compared to observed behavior. Note that first approach only requires data on con­
tracts, whereas the second, while more general (since it does not assume optimal con­
tracts), is more demanding and requires individual data on contracts and accidents. 

11.2.3 The Dynamics of Optimal Contracts 

In repeated interactions, the transfers at any period (and in particular the premium 
paid by the agent) will typically be contingent on the past history of the relationship. 
While this notion of "experience rating" is general, the particular form it takes in 
optimal contracts will in general depend on the type of asymmetry and on the parties' 
ability to commit. 

Repeated Adverse Selection. As a first polar case, consider the case where the basic 
adverse selection model is repeated. Cooper and Hayes (1987) provide a full charac­
terization of the optimal contract under the assumption that both the insurer and the 
insured can fully commit on their future behavior. While high risk agents are fully 
covered by a time-invariant contract, the contract for low-risk individuals entails both 
partial coverage at each period and experience rating. 1o The empirical relevance of 
this result is however debatable since the corresponding contract is not immune to 

10 This property apparently contradicts a standard result of the repeated adverse selection literature, 
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renegotiation. The agents' type is indeed fully revealed at the first period through her 
choice of a contract. At any subsequent period, both parties can then increase their 
(ex post) well-being by agreeing on a different continuation that provides full insur­
ance to low-risk agents as well. If a renegotiation of this type cannot be prevented, 
however, it will be anticipated by low risk agents at the first period, which aggravates 
the first -period revelation problem. Hart and Tirole (1988) and Laffont and Tirole 
(1993) characterize the optimal long term contract under full commitment when rene­
gotiation cannot be ruled out. They show that it entails partial pooling. At any period, 
two contracts are available, one of which only entails full coverage at a high unit price. 
Low-risk agents always prefer the partial coverage contract, whereas high-risk agents 
are indifferent and are randomly distributed across the two contracts. In particular, 
while the choice of full coverage signals a high risk type with probability one, the 
partial coverage contract always attracts agents of both types (except for the last 
period), which avoids the renegotiation problem. This intuition is extended to a com­
petitive insurance framework by Dionne and Doherty (1994). Their model entails one­
sided commitment: the insurer can commit to keep its clients, whereas a client is 
always free to leave the relationship. They show that, in a two-period framework, the 
optimal renegotiation-proof contract entails semi-pooling in the first period and sep­
aration in the second. More importantly, the contract will exhibit "highballing" fea­
tures; i.e., the insurance company will typically make positive profits in the first period, 
compensated by low, below-cost second period prices. An important remark is that 
this property is empirically testable. Moreover, it does not necessarily require indi­
vidual data, since the highballing prediction can be tested at the firm level. II 

Repeated Moral Hazard. Repeated moral hazard constitutes a second natural polar 
case. A first intuition is that the law of large number should, in this case, be of con­
siderable help. Assuming that the agent's effort strategy is stationary, a "long enough" 
observation of accident rates should allow the principal to very precisely infer the 
action chosen. Then an adequate punishment scheme should lead to outcomes close 
to the first-best. Rubinstein and Yaari (1983) show indeed that when neither the prin­
cipal nor the agent has a preference for the present, the first-best can be implemented, 
at least when the interaction is infinitely repeated. 

From an empirical perspective, however, the Rubinstein and Yaari model suffers 
from several limitations. It requires very patient agents and an infinitely repeated inter­
action, two assumptions that may seem at least debatable. Another major problem that 

stating that the optimal long term contract under full commitment is the repetition of the one-period optimal 
contract. The difference is due to a particular feature of insurance models: the occurence of an accident 
during the relationship provides information about the agent's type independently of the agent s strategy. 
It is then possible to increase efficiency by signing contracts that are contingent on this information, which 
is the exact definition of experience rating. 

II Finally, the no commitment case is particularly complex in the competitive context, in particular 
because it generates difficult existence problems. See Fombaron (1997) for a recent characterization. 
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any repeated contract model should face, at least when empirical applications are at 
stake, is how to model the agent's access to financial markets. Most theoretical models 
assume that the payments at each period directly determine the agent's consumption, 
i.e., that the agent can neither save nor borrow to improve the allocation of her 
consumption over time. 12 Such an assumption has to be considered with suspicion. 
One can probably accept that some agents may face credit constraints (although the 
actual importance of these effects seems actually small for a majority of people). In 
the repeated moral hazard context, however, Rogerson (1985) has shown that the 
optimal contract with no access to financial markets is such that the agent would 
actually like to save more than what is implied by the contract. Hence ignoring 
financial markets amounts to assuming that agents cannot freely save, a very strange 
assumption indeed. 

Allowing for the agent's access to financial markets, however, raises other prob­
lems. In general, the agent's transactions on financial markets are not observable by 
the insurer. As a consequence, whenever the risk aversion of the agent depends on her 
wealth (i.e., her preferences are not CARA), the second-period relationship entails an 
additional element of adverse selection on preferences, that is moreover endogenous 
to the first period strategies. Chiappori et al. (1994) show that this fact dramatically 
reduces the set of available contracts. They prove, in particular, that only contracts 
entailing the minimum effort level for all periods but the very first are renegotiation­
proof, at least among the set of non randomized contracts. The particular case of 
CARA preferences and monetary cost of effort, on the other hand, had been previ­
ously studied by Fudenberg, Holmstrom and Milgrom (1990). The absence of income 
effect due to the constant absolute risk aversion assumption turns out to greatly sim­
plify the problem. Fudenberg, Holmstrom and Milgrom show that the (second-best) 
optimal contract can then be implemented without memory, i.e., through deductible 
only (and without experience rating). The empirical scope of this result is however 
limited by the restrictiveness of the two key assumptions. 

Symmetric Learning. A third, and possibly more promising case is when informa­
tion is symmetric, in the sense that both the customer and the insurance company ini­
tially ignore the customer's risk. At each period of the relationship, they learn from 
the outcome (say, the number of accidents during the period), and symmetrically 
revise their prior. Assuming that the firm is able to commit whereas the client is not, 
Harris and Holmstrom (1982) show that in the optimal contract the premium is 
upwards rigid. 13 Unlucky agents are not penalized for the occurrence of an accident, 
in the sense that their premium does not increase. On the contrary, lucky agents are 
rewarded for the absence of accident during the period (this is a direct consequence 

12 In other word, the insurance contract is used to smooth the agent's consumption not only across states 
of the world, but also across periods. 

13 The initial Harris and Holmstrom model consider wage dynamics. The transposition to insurance is 
straightforward. 
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of the absence of commitment on the agent's side). Note that the existence of this 
"bonus" is costly ex ante, because it restricts the agent's insurance coverage. Under 

bilateral commitment, the optimal contract would not depend on the occurrence of an 
accident, thus providing insurance against the classification risk as well (i.e., the risk 
of being believed to be a high risk).14 

These features can be contrasted with the contracts that obtain without commit­
ment from the insurer. Then the occurrence of an accident at period t always worsens 
the insurer's posterior about the agent's type and results in higher premia in period 
t + 1. Since both types of contract coexist in practice, these qualitative properties can 
be empirically distinguished, a fact that has been used in the empirical literature. 15 

Finally, the Harris and Holmstrom model has been recently extended by de Garidel 
(1997), who analyzes the issue of information transmission between the incumbent 
insurer and its potential competitors. 

Dynamic Behavior Under (Possibly) Suboptimal Contracts. Even when contracts 
are suboptimal, the dynamics of outcomes (say, accident occurrence) will typically 
differ under moral hazard and adverse selection. Adverse selection (and more gener­
ally any heterogeneity that is residual to the insurance company's classification model) 
typically results in "positive contagion" phenomena: more accidents in the past signal 
a high risk agent, who is more likely to have other accidents in the future. On the con­
trary, under moral hazard, the experience rating schemes are typically such that the 
marginal cost of a new accident increases with the number of past accidents. This 
point is formally established by Chiappori and Heckman (2000), who consider an 
experience rating scheme for automobile insurance where the premium is multiplied 
by some constant larger (resp. smaller) than one for each year with (resp. without) 
accident (the so-called "bonus/malus" scheme). They show that, under general 
assumptions, effort at each period is an increasing function of the premium level at 
the beginning of the period. 16 In other words, more accidents in the past result in 
stronger incentives, more prevention effort and lower accident rates in the future. This 
"negative contagion" property can be tested, provided individual, dynamic data are 
available. 

14 In principle, the upward rigidity prediction only holds without agent's access to financial markets. 
Indeed, the first best could otherwise be implemented. The idea is to charge a very high first period premium, 
then choose at any subsequent period a uniform premium that leaves the agents with the best history just 
indifferent between staying or leaving (all other agents strictly prefer to stay). Such a contract, however, 
requires that the agent borrows a large amount at the beginning of the relationship; it cannot be imple­
mented in the presence of credit constraints. 

15 Interestingly enough, this model also generates strong testable predictions on the dynamics of trans­
fers between the principal and the agent, even when the agent's "performance" (here, the occurence and 
the severity of an accident) is not observable. This property is not utterly appealing in the insurance context, 
where accidents are typically observed. But it may become quite attractive in different contexts, such as 
labor contracts. See Chiappori, Salanie and Valentin (\999) for a detailed investigation of the so-called 
"late beginner" effect. 

16 In practice, the "bonus/malus" coefficient is often capped. Then the effort monotonicity property 
obtains only for values of the bonus coefficient that are "far enough" from the cap. 
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11.2.4 Claims Versus Accidents 

As mentioned above, a key feature of insurance data is that the insurer can only 
observe claims, not accidents. In most cases, the decision to file a claim is made by 
the subscriber, and must be understood as a response to specific incentives. Should 
the costs of filing a claim exceed the expected benefits-say, because the expected 
cost is below the deductible, or experience rating implies that the claim will result in 
higher future premia-then the insured is always free not to report the accident. 

This simple remark has two consequences. One is that the incentives to file a 
claim should be monitored by the insurance company, particularly when the process­
ing of a small claim involves important fixed costs for the company. A deductible, for 
instance, is often seen by insurance companies as a simple and efficient way of avoid­
ing small claims. More related to the present topic is the fact that the empirical dis­
tribution of claims will in general be a truncation of that of accidents-since "small" 
accidents are typically not declared. Moreover, the truncation is endogenous; it 
depends on the contract (typically, on the size of the deductible or the presence of 
experience rating), and also on the individual characteristics of the insured (if only 
because the cost of higher future premia is related to the expected frequency of future 
accidents). This can potentially generate severe biases. If a high deductible discour­
ages small claims, a (spurious) correlation will appear between the choice of the con­
tract and the the number of filed claims, even in the absence of adverse selection or 
ex ante moral hazard. The obvious conclusion is that any empirical estimation must 
very carefully control for potential biases due to the distinction between accidents and 
claims. 

11.3 EMPIRICAL ESTIMATIONS OF ASYMMETRIC 
INFORMATION IN THE STATIC FRAMEWORK 

While the theoretical analysis of contracts under asymmetric information began in the 
70s, the empirical estimation of insurance models entailing either adverse selection 
or moral hazard is more recent. Among early contributions, one may mention Boyer 
and Dionne (1987) and Dahlby (1983), who does not reject the presence of some 
asymmetric information. However, Dahlby uses aggregate data only, so that it is not 
clear whether his results would be robust to the inclusion of more detailed individual 
data. 

11.3.1 Non Exclusivity and Price Competition 

11.3.1.1 Annuities 
In a non exclusivity context, several studies have been devoted to the market for 
annuities. The latter provide a typical example of non exclusive contracts. Also, the 
information available to the insurance company is generally rather sparse. Despite the 
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similarities between annuities and life insurances (in both cases, the underlying risk 
is related to mortality), it is striking to remark that while life insurance contracts (at 
least above some minimum amount) are contingent to detailed information upon the 
subscriber's health state, the price of an annuity only depends on the buyer's age. This 
suggests that adverse selection may play an important role in this context. 

A first line of research has concentrated upon prices. In an important contribu­
tion, Friedman and Warshawski (1990) compute the difference between the implicit 
contingent yield on annuities and the available yield on alternative forms of wealth 
holding (in that case, US government bonds). Even when using longevity data 
compiled from company files, they find the yield of annuities to be about 3% lower 
than US bonds of comparable maturity, which they interpret as evidence of adverse 
selection in the company's portfolio. Similar calculations on UK data by Brugiavini 
(1990) find a 3% difference, but only when longevity is estimated on the general 
population. 

A related but more direct approach studies the distribution of mortality rates in 
the subpopulation of subscribers, and compares it to available data on the total pop­
ulation in the country under consideration. Brugiavini (1990) documents the differ­
ences in life expectancy between the general population and the subpopulation 
actually purchasing annuities. For instance, the probability, at age 55, to survive till 
age 80 is 25% in the general population but close to 40% among subscribers. In a 
similar way, the yield difference computed by Friedman and Warshawski (\990) is 
2% larger when computed from data relative to the general population. 

A final prediction of the theory is that the amount purchased should be 
positively correlated with (realized) longevity. However, neither paper does test for 
this property. 

11.3.1.2 Life Insurance 
Life insurance contracts provide another typical example of non exclusive contracts, 
although adverse selection might in this case be less prevailing. In a recent paper, 
Cawley and Philipson (1997) use direct evidence on the (self-perceived and actual) 
mortality risk of individuals, as well as the price and quantity of their life insurance. 
They first find that unit prices fall with quantities, indicative of the presence of 
bulk discounts. More surprising is the result that quantities purchased appear to 
be negatively correlated with risk, even when controlling for wealth. This strongly 
suggests that the market for life insurance may not be affected by adverse selection, 
probably because of the large amount of information available to the insurer in 
that case.17 

17 As argued above, the negative correlation finding can be explained in two different ways. The "cherry­
picking" effect requires moral hazard to play an important role; it may be the case, for instance, that "timid" 
agents buy more insurance and invest more in medical prevention. The "informed principal" argument, on 
the other hand, is less convincing in this case, since in principle it requires exclusive contracts. 
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11.3.2 Exclusive Contracts 

11.3.2.1 The Hedonic Approach (Puelz and Snow 1994) 
The alternative approach-i.e., the analysis of competition in exclusive contracts­
has attracted renewed attention during the last decade. An important contribution, due 
to Puelz and Snow (1994), relies upon a hedonic model of insurance pricing. Using 
individual data from an automobile insurer in Georgia, they build a two-equation 
model of insurance contracts. The first equation represents the pricing policy adopted 
by the insurance firm. It takes the form: 

where P; and D; are the premium and the deductible in the contract chosen by indi­
vidual i, the Xi are individual-specific exogenous variables and Ci is an econometric 
error term. This allows to directly test the second prediction in subsection 11.2.1.2-
namely, that higher premia should be associated to lower deductible. This property is 
indeed confirmed by the data. However, as argued above, this result, per se, cannot 
provide a strong support to the existence of adverse selection. Whatever the reason 
for offering a menu of contracts, one hardly expects rational agents to choose con­
tracts with a higher unitary premium and a larger deductible. More interesting is the 
test they propose for the third prediction-i.e., that the choice of a contract offering 
a more comprehensive coverage should be correlated with a higher accident proba­
bility. For this purpose, they estimate a second equation that describes the agent's 
choice of deductible. The decision depends on the agent's "price of deductible" gD, as 
estimated from a third regression using instrumental variables, and on his (unob­
served) accident probability. Since the latter is unobservable, it is proxied by a dummy 
variable RT; that equals one if the individual had an accident and zero otherwise. This 
leads to an equation of the form: 

where 11i is another error term. The Rothschild-Stiglitz model predicts that higher risks 
buy better coverage, i.e., a lower deductible, so that h should decrease in RT. Puelz 
and Snow specify their pricing equation as a linear model and estimate it by ordinary 
least squares. Since there are only three levels of deductible in their data set, they esti­
mate the contract choice equation (again linear) by ordered logit; they find a negative 
coefficient for RT; (although the choice of deductible does not vary much with the 
risk type). 

11.3.2.2 Problems with the Hedonic Approach 
There are several problems in the Puelz-Snow approach, that provide an interesting 
illustration of the difficulties encountered by any attempt at testing the predictions of 
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contract theory. A first (and somewhat technical) one is related to the approximation 
of the (unknown) accident probability by the dummy variable RT. This procedure 
introduces a measurement error in the second equation. In linear models, the esti­
mates would be biased towards zero, which would reinforce the conclusion of Puelz­
Snow. In an ordered logit, it is not clear which way the bias goes. 

A second concern is that the data set under consideration comprises individuals 
of various ages and driving records. This important heterogeneity may be troublesome 
for two reasons. One is heteroskedasticity. Presumably, the distribution of the random 
shocks, and especially of 1);, will depend on the driver's seniority. Within a nonlinear 
model such as the ordered logit, this will bias the estimation. The second and more 
disturbing problem relates to experience rating. Insurers typically observe past driving 
records; these are highly informative on probabilities of accident, and, as such, are 
used for pricing Omitting these variables will typically generate a bias, that tends pre­
cisely to overestimate the level of adverse selection: the corresponding information is 
treated by the econometrician as being private, whereas it is in fact common to both 
parties. However, the introduction of past experience is a quite delicate task, because 
it is ( obviously) endogenous. Not only are panel data required, but endogeneity then 
raises specific econometric problems that will be discussed in the next section. Thirdly, 
nothing is done in the paper to distinguish between ex ante and ex post moral hazard. 
Higher deductible tend, everything equal, to discourage accident reporting, which has 
little to do with accident prevention but can generate spurious correlation. 

A final (and quite general) problem relates to the use of a highly constrained func­
tional form. In the second equation, in particular, the relationship of the latent vari­
able to the accident probability 1t and the price gD is taken to be linear. This needs not 
be the case. To illustrate this point, Chiappori and Salanie (2000) consider the case 
of constant absolute risk aversion. Then the individual's choice of deductible is of the 
form: 

which is highly nonlinear. They argue that, in fact, applying the Puelz-Snow proce­
dure to data generated by a symmetric information model, according to this formula, 
may well result in the kind of negative estimates they get, simply because the acci­
dent term captures in fact some of the omitted nonlinearities. 

A particularly elegant illustration of this fact is provided by Dionne, Gourieroux 
and Vanasse (1998). Their idea is to first run a probit on the "accident" variable, then 
to introduce the resulting predictors it; of this probit in the right-hand side of the 
second equation (for the choice of deductible), together with the dummy RT;. They 
find that the it variable has a large and highly significant negative coefficient, whereas 
the RTvariable is no longer significant. This, obviously, has nothing to do with adverse 
selection, as it; is by construction a function of observed variables only; it suggests, 
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a contrario, that the negative influence of RT in the initial model can be spurious and 
due to misspecification. 

11.3.2.3 Avoiding Possible Misspecijications 
Several studies have attempted to correct for these biases. Chiappori (1994) and Chi­
appori and Salanie (2000) propose a very general approach, that may potentially apply 
to most problems entailing adverse selection. The idea is to simultaneously estimate 
two (non linear) equations. One relates to the choice of the deductible. In the (sim­
plest) case of a binomial decision, it takes the form 

(3.1 ) 

where, as above, the X; are individual-specific exogenous variables, the ~ are para­
meters to be estimated, and tj is an econometric error term. Note that, contrarily to 
Puelz and Snow, the accident variable RT is not included in the right hand side. Nor 
is the premium; the idea, here, is that the latter is computed as a function of observ­
abIes only, so that any information it conveys is already included in j(X;, ~)-pro­
vided, of course, that the corresponding functional form is flexible enough. 

The second equation takes the occurrence (and/or severity) of an accident as the 
dependent variable. In the simplest case, the latter is the dummy for the occurrence 
of an accident (our previous RT variable), and the equation takes the form: 

RT; = n[g(Xj,Y)+llj >0] (3.2) 

Note that this setting can easily be generalized. For instance, a recent contribu­
tion by Richaudeau (1999) takes into account the number of accident, modelled as 
following a negative binomial distribution. IS Equation (3.2) is estimated using a count 
data model; the llj are approximated by their "generalized residual" counterpart. In 
the same way, the distribution of accident costs (conditional on occurrence) can be 
introduced at that stage. 

The key idea, then, is to simultaneously estimate the two equations, allowing for 
general correlation across the error terms. According to standard theory, asymmetric 
information should result in a positive correlation, under the convention that Yj = I 
(resp. RTj = I) corresponds to more comprehensive coverage (resp. the occurrence of 
an accident). One obvious advantage of this setting is that is does not require the esti­
mation of the pricing policy followed by the firm, which is probably an extremely 
difficult task-and a potential source of important bias. 

To circumvent the non linearity problems discussed above, as well as the issues 
raised by experience rating, Chiappori and Salanie consider a subsample of inexperi-

IS In practice, Richaudeau includes among the regressors of the second equation the generalized resid­
ual obtained in the contract choice probit. Under the null of no correlation, the coefficient should be zero. 
Using a very complete French data base, he cannot reject the null. 
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enced drivers, and introduce a large number of exogenous variables, allowing for 
cross-effects. They use both a parametric and a non parametric approach. The latter 
relies upon the construction of a large number of "cells", each cell being defined by 
a particular profile of exogenous variables. Under the null (in the absence of adverse 
selection), within each cell the choice of contract and the occurrence of an accident 
should be independent, which can easily be checked using a X2 test. 

This method can be given a general form. Following the presentation proposed 
by Dionne, Gourieroux and Vanasse (1997) and Gourieroux (1999), a general strat­
egy can be summarized as follows. Let Y, X and Z respectively denote the endoge­
nous variable under consideration (say, the occurrence of an accident), the initial 
exogenous variables and the decision variables at the agent's disposal (say, the choice 
of a particular contract within a given menu). Let ley I X, Z) denote the probability 
distribution of Y conditional on X and Z. In the absence of adverse selection, the 
agent's choice conveys no information upon the endogenous variable. The translation 
is that: 

I(Y I X,z) = ley I X) 

Obviously, this relationship can be given different but equivalent forms, such as: 

I(Z I X,Y) = I(Z I X) 

or 

I(Y,Z I X) = ley I X)I(Z I X) 

(the latter version expressing the fact that, conditionally on X, Y and Z should be 
independent) . 

Interestingly enough, in all the empirical applications to automobile insurance 
just listed (with the exception of the initial paper by Puelz and Snow), independence 
is not rejected; in other words, these studies find no evidence of adverse selection. 
The conclusion is that, at least in the context of automobile insurance, adverse selec­
tion may not be a crucial issue. One remark must be stressed at this point. According 
to the previous arguments, the existence of a positive correlation across the residuals 
cannot be interpreted as establishing the presence of asymmetric information without 
some precautions: as argued above, any misspecification can indeed lead to a spuri­
ous correlation. Parametric approaches, in particular, are highly vulnerable to this type 
of flaws, especially when they rely upon some simple, linear form. But the argument 
is not symmetric. Suppose, indeed, that some empirical study does not reject the null 
(i.e., the absence of correlation). Although, in principle, this result might as well be 
due to a misspecification bias, this explanation is much less credible in that case; for 
it must be the case that, while (fully conditional) residuals are actually positively cor-
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related, the bias goes in the opposite direction with the same (absolute) magnitude­
so that it exactly offsets the correlation. In other words, misspecifications are much 
more likely to bias the results in favor of the presence of adverse selection. 

Accidents Versus Claims. A related issue is the distinction between accidents and 
claims discussed in the theory section. A regression using claims as the dependent 
variable is likely to generate misleading results, because a larger deductible automat­
ically discourages small accidents reporting, hence reduces the number of claims even 
when the accident rate remains constant. This is a serious problem, that can be 
addressed in two different ways. The solution proposed by Chiappori and Salanie 
(2000) is to discard all accidents where one vehicle only is involved. Whenever two 
automobiles are involved, a claim is much more likely to be filed in any case. 19 A more 
restrictive version is to exclusively consider accidents involving bodily injuries, since 
reporting is mandatory in that case; the cost being a drastic reduction in the number 
of accidents. 

Alternatively, one can explicitly model the filing decision as part of the accident 
process. For any accident, the agent computes the net benefit of filing a claim, and 
reports the accident only when this benefit is positive (or above some threshold). 
Although accidents involving no claims are generally not observed, 20 adequate econo­
metric techniques can be used. Note, however, that these require the estimation of a 
complete structural model, as in Dionne, Gourieroux and Vanasse (1998). 

11.3.3 Adverse Selection Versus Moral Hazard 

Natural Experiments. As argued above, the previous tests are not specific of adverse 
selection. Moral hazard would typically lead to the same kind of correlation, although 
with a different causality. In order to distinguish between adverse selection and moral 
hazard, one need some additional structure. Of particular interest are the situations 
where a "natural experiment" takes place. Assume that, for some exogenous reason 
(say, a change in regulation), a given, exogenously selected set of agents experiences 
a sudden and exogenous modification in the incentive structure they are facing. Then 
the resulting changes in behavior can be directly studied; and adverse selection is no 
longer a problem, since it is possible to concentrate upon agents that remained insured 
throughout the process.21 A typical example is provided by the changes in automobile 

19 In principle, the two drivers may agree on some bilateral transfer and thus avoid the penalties arising 
from experience rating. Such a "street-settled" deal is however quite difficult to implement between agents 
who meet randomly, will probably never meet again, and cannot commit in any legally enforceable way 
(since declaration is in general compulsory according to insurance contracts). We follow the general opinion 
in the profession that such bilateral agreements can be neglected. 

20 Some data sets do, however, record accidents that did not result in claims. Usually, such data sets have 
been collected independently of insurance companies. See Richaudeau (1999). 

21 In addition, analyzing the resulting attrition (if any) may in some cases convey interesting informa­
tion on selection issues. 
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insurance regulation in Quebec, where a "no fault" system was introduced in 1978, 
then deeply modified in 1992. Dionne and Vanasse (1996) recently provided a careful 
investigation of the effects of these changes. They show that the new system provided 
strong incentives to increase prevention, and that, as a result, the average accident fre­
quency dropped significantly during the years that followed its introduction. They con­
clude that changes in agents' behavior, as triggered by new incentives, did have a 
significant effect on accident probabilitiesY 

A limitation of any work of this kind is that, strictly speaking, it establishes a 
simultaneity rather than a causality. What the Dionne and Vanasse study shows is that, 
on a given period, accident probabilities have changed significantly, and that this evo­
lution immediately followed a structural change in regulation. But, of course, the two 
phenomena might stem from simultaneous and independent causes. Such a "coinci­
dence" may be more or less plausible. In the particular case of the Quebec reform, 
for instance, the incentive explanation remains by far the more convincing one, given 
both the magnitude of the drop in sinistrality and the absence of other major changes 
that could account for it during the period under consideration. 

Still, an ideal experiment would involve a "reference" sample that is not affected 
by the change, so that the effects can be estimated in differences (or more precisely 
differences of differences), allowing for very convincing tests. A paper by Dionne and 
St-Michel (1991) provides a good illustration of this idea. They study the impact of 
a regulatory variation of coinsurance level in the Quebec public insurance plan on the 
demand for days of compensation. The main methodological contribution ofthe paper 
is to introduce a distinction between injuries, based on the type of diagnosis (easy or 
difficult). This distinction is based on information obtained from the medical litera­
ture; it reflects the fact that it is much easier for a physician to detect a fracture than, 
say, lower back pain. If moral hazard is more prevalent when the information asym­
metry is larger, theory predict that the regulatory change will have more significant 
effects on the number of days of compensation for those cases where the diagnose is 
more problematic. This prediction is clearly confirmed by empirical evidence. A more 
generous insurance coverage, resulting from an exogenous regulatory change, is found 
to increase the number of days of compensations, but only for the cases of difficult 
diagnoses. Note that the effect thus identified is ex post moral hazard. The reform is 
unlikely to have triggered significant changes in prevention; and, in any case, such 
changes would have affected all types of accidents. 

Additional evidence is provided by Fortin et at. (1994), who examine how the 
Canadian Worker's Compensation (WC) and the Unemployment Insurance (UI) pro­
grams interact to influence the duration of workplace accidents. Here, the duration is 
estimated from a mixed proportional hazard model, where the baseline hazard is esti­
mated non parametrically, and unobserved heterogeneity is taken into account using 

22 See Browne and Puelz (1998) for a similar study on US data. 
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a gamma distribution. They show that an increase in the generosity of Worker's Com­
pensation in Quebec leads to an increase in the duration of accidents. In addition, a 
reduction in the generosity of Unemployment Insurance is, as in Dionne and St­
Michel, associated with an increase in the duration of accidents that are difficult to 
diagnose. The underlying intuition is that worker's compensation can be used as a sub­
stitute to unemployment insurance. When a worker goes back to the labor market, he 
may be unemployed and entitled to UI payments for a certain period. Whenever 
worker's compensation is more generous than unemployment insurance, there will be 
strong incentives to delay the return to the market. In particular, the authors show that 
the hazard of leaving WC is 27% lower when an accident occurs at the end of the 
construction season, when unemployment is seasonally maximum.23 

In two recent papers, Chiappori, Durand and Geoffard (1998) and Chiappori, 
Geoffard and Kyriadizou (1998) use data on health insurance that display similar fea­
tures. Following a change in regulation in 1993, French health insurance companies 
modified the coverage offered by their contracts in a non uniform way. Some of them 
increased the level of deductible, while other did not. The tests use a panel of clients 
belonging to different companies, who were faced with different changes in coverage, 
and whose demand for health services are observed before and after the change in 
regulation. In order to concentrate upon those decisions that are essentially made by 
consumers themselves (as opposed to those partially induced by the physician), the 
authors study the occurrence of a physician visit, distinguishing between general prac­
titioner (GP) office visits, GP home visits and specialist visits. They find that the 
number of home visits significantly decreased for the "test group" (i.e., agents who 
experience a change of coverage), but not for the reference group (for which the cov­
erage remained constant). They argue that this difference is unlikely to result from 
selection, since the two populations are employed by similar firms, display similar 
characteristics, and that participation to the health insurance scheme was mandatory. 

"Quasi Natural Experiments". Natural experiments are valuable but scarce. In 
some cases, however, a static context exhibits specific features that keep the flavor of 
a natural experiment, although no exogenous change of the incentive structure can be 
observed. The key remark is that any situation were identical agents are, for exoge­
nous reasons, faced with different incentive schemes can be used for testing for moral 
hazard. The problem, of course, is to check that the differences in schemes are purely 
exogenous, and do not reflect some hidden characteristics of the agents. For instance, 
Chiappori and Salanie (1997) consider the case of French automobile insurance, 
where young drivers whose parents have low past accident rates can benefit from 
a reduction in premium. Given the particular properties of the French experience 

23 See also Fortin and Lanoie (1992), Bolduc et al. (1997), and the survey by Fortin and Lanoie in this 
volume. 
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rating system, it turns out that the marginal cost of accident is reduced for these 
drivers. In a moral hazard context, this should result in less cautious behavior and 
higher accident probabilities. If, on the contrary, the parents' and children's driving 
abilities are (positively) correlated, a lower premium should signal a better driver, 
hence translate into less accidents. The specific features of the French situation thus 
allow to distinguish between the two types of effects. Chiappori and Salanie find evi­
dence in favor of the second explanation: the accident rates of the "favored" young 
drivers are, other things equal, smaller than average by a small but significant 
percentage. 

A contribution by Cardon and Hendel (1998) extends these ideas in a very stim­
ulating way. They consider a set of individuals who face different menus of employer­
based health insurance policies, under the assuption that there is no selection bias in 
the allocation of individuals across employers. Two types of behavior can then be 
observed. First, agents choose one particular policy within the menu at their disposal; 
second, they decide on the level of health expenditures. The authors identify a fully 
structural model, which allows them to simultaneously estimate a selection equation 
that describe the policy choice, and estimate the price elasticity of demand control­
ling for selection bias. The key ingredient for identifying the specific effects of moral 
hazard is that while people are free to choose any contract in the menu they face, they 
cannot choose the menu itself; and different menus involve different coinsurance 
levels. The "quasi-experimental" features stem precisely from this random assignment 
of people to different choice sets. Even if less risky people always choose the con­
tract with minimum coinsurance, the corresponding coinsurance rates will differ 
across firms. In other words, it is still the case that identical people in different firms 
face different contracts (i.e., different coinsurance rates) for exogenous reasons (i.e., 
because of the choice made by their employer).24 Interestingly enough, the authors 
find no evidence of adverse selection, while price elasticities are negative and very 
close to those obtained in the Rand survey alluded to above. This suggest that moral 
hazard, rather than adverse selection, may be the main source of asymmetric infor­
mation in that case. 

11.4 DYNAMIC MODELS OF INFORMATION ASYMMETRIES 

As indicated above, tests based on the dynamics of the contractual relationship can 
either study the qualitative features of existing contracts assuming they are optimal 
in the relevant context, or take existing contracts as given and investigate the testable 
properties of the induced individual behavior. 

24 As Cardon and Hendel put it: " ... the coinsurance is an endogenous variable ... but since different 
individuals face different choice sets, the premium at which insurance was offered becomes a useful instru­
ment for the coinsurance" (l998, p. 21). 
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Tests Assuming Optimal Contracts. Only a few empirical studies consider the 
dynamics of insurance relationships. An important contribution is due to Dionne and 
Doherty (1994), who use a model of repeated adverse selection with one-sided com­
mitment. Their main purpose is to test the "highballing" prediction, according to 
which the insurance company should make positive profits in the first period, com­
pensated by low, below-cost second period prices. They test this property on Cali­
fornian automobile insurance data. According to the theory, when various types of 
contracts are available, low risk agents are more likely to choose the experience rated 
policies. Since these are characterized by highballing, the loss to premium ratio should 
rise with the cohort age. If insurance companies are classified according to their 
average loss per vehicle (which reflects the "quality" of their portfolio), one expects 
the premium growth to be negative for the best quality portfolios; in addition, the cor­
responding slope should be larger for firms with higher average loss ratios. This pre­
diction is confirmed by the data. Insurance companies are classified into three 
subgroups. The slope coefficient is negative and significant for the first group (with 
lowest average loss), positive and significant for the third group, non significant for 
the intermediate group. They conclude that the "highballing" prediction is not 
rejected. 

Recently, Hendel and Lizzeri (1999) have provided very convincing tests of the 
symmetric learning model a la Harris and Holmstrom (1982) on life insurance data. 
They use a rich contract data base that includes information on the entire profile of 
future premiums. Some contracts involve commitment from the insurer, in the sense 
that the dynamics of future premium is fixed in advance and cannot depend on the 
evolution of the insuree's health. For other contracts, however, future premia are con­
tingent on health. Specifically, the premium increases sharply unless the insured is 
still in good health (as certified, for instance, by a medical examination). In this 
context, the symmetric learning model generates very precise predictions on the com­
parison between contracts with and without commitment. Contracts with non contin­
gent future premia should entail front loading, representing the cost of the insurance 
against the classification risk. They should also lock-in a larger fraction of the con­
sumers, hence exhibit a lower lapsation rate; in addition, only better risk types are 
likely to lapse, so that the average quality of the insurer's client portfolio should be 
worse, which implies a higher present value of premiums for a fixed period of cover­
age. Hendel and Lizzeri show that all of these predictions are satisfied by existing 
contracts.25 Finally, the authors study accidental death contracts, i.e., life insurance 

25 The main puzzle raised by these findings is that a significant fraction of the population does not choose 
commitment contracts, i.e., does not insure against the classification risk. The natural explanation suggested 
by theory (credit rationing) is not very convincing in that case, since differences in premiums between com­
mitment and no commitment contracts are small (less than $300 per year), especially for a client pool that 
includes executives, doctors, businessmen and other high income individuals. Heterogeneous risk percep­
tion across individuals is a better story, but formal tests still have to be developped. Obviously, more 
research is needed on this issue. 
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contracts that only pay if death is accidental. Strikingly enough, these contracts, where 
learning is probably much less prevalent, exhibit none of the above features. 

Another characteristic feature of the symmetric learning model is that any fric­
tion reducing the clients' mobility, although ex post inefficient, is often ex ante 
beneficial, because it increases the agents' ability to (implicitly) commit and allows 
for a larger coverage of the classification risk. Using this result, Crocker and Moran 
(1998) study employment-based health insurance contracts. They derive and test two 
main predictions. One is that when employers offer the same contract to all of their 
workers, the coverage limitation should be inversely proportional to the degree of 
worker commitment, as measured by his level of firm-specific human capital. Sec­
ondly, some contracts offer "cafeteria plans", whereby the employee can choose 
among a menu of options. This self-selection device allows the contract to change in 
response to interim heterogeneity of insurees. In this case, the authors show that the 
optimal (separating) contract should exhibit more complete coverage, but that the pre­
miums should partially reflect the health status. Both predictions turn out to be 
confirmed by the data. Together with the results obtained by Hendel and Lizzeri, this 
fact that strongly suggests the symmetric learning model is particularly adequate in 
this context. 

Behavioral Dynamics Under Existing Contracts. Natural as it seems, the assump­
tion that contracts are always optimal may for some applications be problematic. For 
one thing, theory is often inconclusive. Little is known, for instance, on the form of 
optimal contracts in a repeated moral hazard framework, at least in the (realistic) case 
where the agent can freely save. And the few results we have either require utterly 
restrictive assumptions (CARA utilities, monetary cost of effort) or exhibit features 
(randomized contracts, for instance) that sharply contrast with real life observations. 
Even skeptics of bounded rationality theories may accept that such very sophisticated 
constructs, that can hardly be understood by the average insurance salesman (let alone 
the average consumer), are unlikely to be implemented on a large scale.26 

Another potential deviation from optimality comes from the existence of regula­
tions, if only because regulations often impose very simple rules that fail to repro­
duce the complexity of optimal contracts. An interesting example is provided by the 
regulation on experience rating by automobile insurance companies, as implemented 
in some countries. A very popular rule is the "bonus/malus" scheme, whereby the 
premium is multiplied by some constant larger (resp. smaller) than one for each year 

26 A more technical problem with the optimality assumption is that it tends to generate complex endo­
geneity problems. Typically, one would like to compare the features of the various existing contracts. The 
optimality approach requires that each contract is understood as the optimal response to a specific context, 
so that differences in contracts simply reflect differences between the "environments" of the various firms. 
In econometric terms, contracts are thus, by assumption, endogenous to some (probably unobserved) 
heterogeneity across firms, a fact that may, if not corrected, deeply bias the estimations. 
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with (resp. without) accident. Theory strongly suggests that this scheme is too simple 
in a number of ways. In principle, the malus coefficient should not be uniform, but 
should vary with the current premium and the driver's characteristics; the deductible 
should vary as well; etc.27 

Still, one can take this (probably suboptimal) scheme as given, and use theory to 
derive the main testable features of individual behavior for the various models at stake. 
In a recent contribution, Chiappori and Heckman (2000) test in this context the "neg­
ative contagion" prediction that can be derived in a moral hazard framework. The idea 
is that, for experience rating schemes of this kind, the occurrence of an accident typ­
ically increases the marginal cost of a future accidents. This should strengthen incen­
tives to drive safely, hence reduce the probability of future accidents. The problem, 
however, is that any unobserved heterogeneity among individuals will generate an 
opposite, "positive contagion" phenomenon, since bad drivers had more accidents in 
the past and will probably have more accidents in the future. Technically, the "nega­
tive contagion" effect obtains only conditionally on agents' characteristics, including 
unobserved ones. The challenging econometric puzzle, at this point, is to disentangle 
the two aspects. In principle, this is feasible whenever panel data are available. 
Chiappori and Heckman use French data, for which regulation imposes that insurers 
increase the premium by 25% in case an accident occurs; conversely, in the absence 
of any accident during one year, the premium drops by 5%.28 The technique they 
suggest relies upon existing result on the distinction between pure heterogeneity and 
state dependence (see Heckman (1978)). To get the intuition in a simple way, assume 
the system is malus only (i.e., the premium increases after each accident, but does not 
decrease subsequently), and consider two sequences of 4 years records, A = (1, 0, 0, 
0) and B = (0, 0, 0, I), where I (resp. 0) corresponds to the occurrence of an acci­
dent (resp. no accident) during the year. In the absence of moral hazard, and assum­
ing away learning phenomena, the probability of the two sequences should be exactly 
identical; in both cases, the observed accident frequency is 25%. Under moral hazard, 
however, the first sequence is more probable than the second: in A, the sequence of 
three years without accident happens after an accident, hence when the premium, and 
consequently the marginal cost of future accidents and the incentives to take care are 
maximum.29 In other words, for a given average frequency of accidents, the precise 
timing of the occurrences can provide valuable information upon the importance of 
incentives or disincentives effects. More surprisingly, Chiappori and Heckman show 
that a precise record of the sequence is not even needed when the distribution of new 

27 Of course, the precise form of the optimal scheme depends on the type of model. It is however basi­
cally impossible to find a model for which the existing scheme is optimal. 

28 In addition, several non linearities have been introduced; e.g., there exist both a floor and a ceiling on 
the resulting "bonus/malus" coefficient. 

29 Interestingly enough, if, as argued by many insurers, there is learning, in the sense that experienced 
drivers are better drivers, then A is more likely than B. 
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contracts is stationary (conditionally on observable). The knowledge of each individ­
ual's number of years of driving and number of accidents is then sufficient to test for 
moral hazard. 

11.5 CONCLUSION 

As argued in the introduction, empirical applications of contract theory is likely to 
become a burgeoning field; and it is a safe bet that insurance data will play an impor­
tant role in these developments. Several studies have already contributed to a better 
knowledge of the impact of adverse selection and moral hazard in various markets. 
In several cases, the importance of information asymmetries has been found to be 
limited. This by no means implies, however, that such phenomena are of no impor­
tance in insurance. For one thing, the existence and the consequences of informational 
asymmetries vary considerably across markets. For instance, various (alas unpub­
lished) studies have found strong adverse selection effects in private unemployment 
insurance markets. 3D 

In addition, there exist a number of crucial normative issues where our theoreti­
cal and empirical knowledge of asymmetric information are likely to play a crucial 
role. The economics of discrimination in insurance provide an important example. The 
availability of an always larger range of medical tests allows insurance companies to 
classify people according to their health risk in a more precise way. A classic remark 
by Hirshleifer (1971) is that this progress comes with a cost-namely, the 
classification risk becomes uninsurable. The induced changes can have a major impact 
on individuals' lives; think, for instance, of the consequences of the introduction of 
the HIV test, or the forthcoming developments of genetic testing. A possible solution 
consists in regulating the use of such data by insurance companies. For instance, many 
countries restrict (and sometimes prohibit) the use of HIV tests for health insurance 
pricing. For an economist, however, the potential perverse effect of this regulation is 
to replace explicit discrimination by adverse selection, which may sometimes result 
either in similar discrimination plus signalling inefficiencies, or even in market col­
lapse. Policy recommendations on this issue must rely on both a theoretical under­
standing of the issue and an empirical evaluation of the magnitude of the effects. 
Obviously, these problems are crying out for more work. 

Finally, a better understanding of actual behavior is likely to require new theo­
retical tools. The perception of accident probabilities by the insurees, for instance, is 
a very difficult problem on which little is known presently. Existing results, however, 
strongly suggest that standard theoretical models relying on expected utility maxi­
mization using the "true" probability distribution may fail to capture some key aspects 

30 This is particularily true for unemployment insurance contracts linked to mortgages. See Chiappori 
and Pinquet (1998) for an overview in the French case. 
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of many real-life situations. Here again, the application of existing theory to insur­
ance data is likely to reveal an extremely promising research direction. 
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12 The Empirical Measure of 

Information Problems with Emphasis 

on Insurance Fraud* 

Abstract 
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We discuss the difficult question of measuring the effects of asymmetric information 
problems on resource allocation. Two of them are retained: moral hazard and adverse 
selection. One theoretical conclusion, shared by many authors, is that information 
problems may introduce significant distortions into the economy. However, we can 
verify, in different markets, that efficient mechanisms have been introduced in order 
to reduce these distortions and even eliminate, at the margin, some residual informa­
tion problems. This conclusion is stronger for adverse selection. One explanation is 
that adverse selection is related to exogenous characteristics while moral hazard is 
due to endogenous actions that may change at any point in time. 

Keywords: Empirical measure, information problem, moral hazard, adverse selec­
tion, insurance fraud. 
JEL Classification Numbers: D80, G22, C25, Gil. 

12.1 INTRODUCTION 

The study of information problems in economics began in the early 1960s. The two 
best known problems, moral hazard and adverse selection, were introduced into the 
literature in 1963 by Kenneth Arrow in a classic article published in the American 
Economic Review. In 1970, Akerlof came up with the first analysis of a market equi­
librium in the presence on adverse selection. Optimal contracts were first character-
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ized for adverse selection in articles by Pauly (1974), Rothschild and Stiglitz (1976), 
and Wilson (1977), and for ex-ante moral hazard by Holmstorm (1979) and Shavell 
(1979). Even if the problem of ex-post moral hazard was defined early on by Pauly 
(1968), it was later formalized by Townsend (1979) and Gale and Hellwig (1985). 

In the early 1980s, several theoretical developments were advanced to account for 
different facts observed in several markets. Specifically, dealing only with models of 
two-party contracts, multi-period contractual relations were introduced; the renegoti­
ation of contracts was formalized; the problem of contractual commitments was ana­
lyzed; and simultaneous treatment of several problems became a consideration. Other 
noteworthy proposals were developed to explain hierarchical relations in firms and in 
organizations (see the references). 

The contracts most often studied are insurance contracts, banking contracts, work 
and sharecropping contracts, and types of auctions, etc. Several forms of contracts 
observed in these different markets were catalogued in various theoretical contribu­
tions. The best known are partial insurance coverage (co-insurance and deductibles), 
compensation based on hours worked and performance, compensation of executives 
with stock purchase options, debt, bonus-malus, temporal deductibles, venture capital 
contracts with warrants, etc. There was also rationalization of several corporate orga­
nizational practices such as the use of foremen, internal and external controls, decen­
tralization of certain decisions, and the centralization of more difficult-to-control 
decisions. 

The empirical study of information problems began much later. The main moti­
vation was to distinguish the stylized (qualitative) facts used to construct certain 
models from real or more quantitative facts. For example, in classroom and theoreti­
cal journals, different automobile insurance deductibles can very well be used to 
justify adverse selection, but there is no evidence that insurers established this partial 
coverage for that reason. It can also be argued that labor contracts with performance 
compensation are used to reduce moral hazard in firms, but it has not necessarily been 
empirically demonstrated that there is less moral hazard in firms using this form of 
compensation than in other firms that use fixed compensation but set up other incen­
tives or other control mechanisms to deal with the information problem. 

Another strong motivation for empirically verifying the effects of information 
problems is the search for ways to reduce their negative impact on resource alloca­
tion. For example, we know that partial insurance is effective in reducing ex-ante 
moral hazard, as it exposes the insured person to risk. On the other hand, this mech­
anism is not effective against ex-post moral hazard, as the accident has already 
occurred. Partial insurance may even have pernicious effects and encourage the 
padding of costs (Dionne and Gagne, 1997). The audit is the most effective instru­
ment against ex-post moral hazard. This shows the importance of identifying the real 
problem when attempting to correct imperfections. 

When it comes to empirically measuring information problems and assessing the 
effectiveness of mechanisms set up to correct them (relationship between the nature 
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of contracts and their performance), a number of complications soon arise. For one 
thing, several information problems may be present, simultaneously, in the data base 
studied; the theoretical predictions must then be carefully defined so as to distinguish 
the effects of different information problems on the parameters of the contracts to be 
estimated. Moreover, firms have a whole range of mechanisms (substitutes or com­
plementary) at their disposal and they may be selected for reasons other than infor­
mation problems or for information problems other than the ones to be taken up in a 
particular study. In other words, the information problems under consideration are 
often neither a necessary nor a sufficient condition to justify the existence of certain 
mechanisms. 

Treating several information problems simultaneously is difficult, as the literature 
does not offer many theoretical predictions, even when available range of contribu­
tions is reviewed. But if we simply limit ourselves to verify whether a market 
contains any residual information asymmetry, regardless of its origin, it is easier to 
demonstrate its absence, since there is no need to distinguish between the different 
forms of information asymmetry. Otherwise, we have to ascertain which form is still 
present and document its cause in order to analyze the instruments which could mit­
igate or eliminate it. 

As a rule, the distinction between moral hazard and adverse selection can be 
brought down to a problem of causality (Chiappori, 1994, 2000). With moral hazard, 
the non-observable actions of individuals that affect the way contracts work are 
consequences of the forms of contracts. For example, a contract may increase 
the risk of the activity, because it reduces the incentives to act with prudence. With 
pure adverse selection, the nature of different risks already exists before the 
contract is written. The contracts selected will flow from the risks present. There 
is thus a form of reverse causality between the two information problems. When 
an exogenous change occurs in an insurance contract, we can limit our test to 
the way it affects existing policy holders and isolate a moral hazard effect. Or, we 
could make comparisons to see whether the chance of catastrophe differs 
between new and old policy holders and check for any bias caused by adverse 
selection. 

Another difficulty in the empirical measurement of information problems is the 
fact that researchers are not privy to any more information than decision makers. Two 
solutions have been adopted to make up for that difficulty: (1) use of confidential polls 
and (2) development of econometric strategies capable of isolating the desired effect. 
The experimental approach is a third avenue that I shall not deal with in detail (see, 
however, Section 12.4 for an example). 

The polling method has the advantage of providing direct access to private infor­
mation not available to the other parties to the contracts. Such information makes it 
possible to measure directly motivations for choosing specific contractual clauses as 
well as the behaviour of agents. The drawback of this method is that it is very costly. 
It can also be biased, because it is very difficult to explain all the complexity of the 
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problem studied to respondents and because several alternative explanations might 
have been overlooked in the questionnaires. 

The development of econometric strategies requires a good knowledge of the the­
oretical problem under study and of the econometric methods suitable to the project. 
This is why the most productive research teams are composed of theoreticians and 
econometricians. The objective is to isolate effects that are not directly observable by 
both parties to the contract but which are taken into account by certain variables or 
combination of variables. As discussed by Chiappori (1994), econometric work con­
sists in distinguishing between two types of information. The first type is composed 
of variables observable by the two parties to the contract. These variables can be used 
to make estimates conditional on the characteristics observed. The second type is 
linked to that which is not observable by econometricians (and by at least one con­
tractual party), but which may explain choices of contracts or behaviours. In the case 
of adverse selection, choices of contract can be interpreted by econometricians as 
being a bias of endogenous selection. One way of taking this into account is to esti­
mate simultaneously the decisions of agents by introducing hidden connections (or 
informational asymmetries) between the decisions. One known form is the non-null 
correlation between the random terms of the different equations (Chiappori and 
Salanie, 2000). 

Quality of data is a determining factor in the measurement of desired effects. The 
data must correspond directly to the contractual relations studied and to the duration 
of the contractual periods. There must also be access to data broken down contract by 
contract. The work of formulating raw data for the purposes of research should not 
be underestimated. Raw data are used in the day-to-day operations of firms which are 
not concerned with research problems and do not always contain the direct informa­
tion on variables needed for the problem studied. 

Econometric specifications must correspond to the theoretical models under con­
sideration, if erroneous conclusions are to be avoided. Often, we choose (or are forced) 
to use only part of the information available to decision-makers, and thus bias the 
effects of certain variables so that they capture the effects of other forgotten or inac­
cessible variables. 

Finally, the agents party to different contracts are often risk averse and display 
different levels of such aversion. This last characteristic is also difficult to observe and 
can itself be a source of asymmetric information. Some authors have recently pro­
posed models taking into account the varying degrees of aversion to risk, but there 
are very few predictions capable of isolating the effects of information problems as 
they relate to varying degrees of risk aversion among agents (see Dionne, Doherty 
and Fombaron, 2000, for a longer discussion in relation to adverse selection). 

The rest of my expose will take up examples of the empirical verification of the 
presence or absence of a residual information problem in a market. These examples 
highlight the various difficulties which are not always well understood by those who 
tackle the empirical measurement of information problems. The first is a test for the 
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presence of adverse selection in the portfolio of a private insurer. The question to ask 
is the following: Are the choices of deductibles explained by this information problem 
or not? 

The second example deals with labor contracts and methods of compensation. 
Methods of compensation are often observable by econometricians, whereas individ­
ual effort is not. Furthermore, individual output can hardly be used to deduce effort, 
because it depends on several other factors, such as the outcome of a random vari­
able or other non-observable staffing practices. 

We next treat ex-post moral hazard in markets covering work accidents and 
medical services. The main difficulty is assigning variations in demand to price 
effects, moral hazard, and adverse selection. Many studies show that a change in cov­
erage will affect consumption, but few are capable of determining whether the cause 
is a problem of moral hazard, for example. A section on insurance fraud will also be 
presented. We will see how parameters of standard insurance contracts may affect 
incentives to defraud. 

Finally, we shall discuss market equilibrium in reference to adverse selection in 
markets for used cars. Can the price differences observed for the same quality be 
explained by adverse selection? 

12.2 MEASUREMENT OF RESIDUAL ADVERSE SELECTION IN 
THE PORTFOLIO OF AN INSURER 

Adverse selection has been dealt with in several theoretical essays (for example, see 
Dionne, Doherty and Fombaron, 2000). In this section, we limit ourselves to insur­
ance contracts. Two mechanisms have been proposed in the literature to account for 
this resource allocation problem: deductibles and classification of risks. The two are 
complementary and the empirical questions with which we are concerned are the 
following: 

Does the effective use of risk classification suffice to account for this informa­
tion problem? 

Or: 
Do we need additional self-selection mechanisms? In other words, is there any 

residual adverse selection in classes of risk that justify the use of deductibles? 
Before answering these questions, we should summarize the relevant theoretical 

contributions associated with them. Crocker and Snow (1985, 1986, 2000) proposed 
models showing that the classification of risks does improve the welfare of all indi­
viduals if two conditions are respected. The variables used to evaluate the individual 
risks must be easily observable (or observable at low cost). They must also be corre­
lated with the individual risks. 

We can easily certify that most of the variables involved in the classification of 
risks for automobile insurance contracts are easily observed by insurers. To check the 
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second condition, we need to estimate individual frequencies of accidents in terms of 
these same variables of ratemaking. This is why it is so important to have high quality 
data on an insurer's portfolio. 

The next step is to check whether deductibles in different classes of risk, are 
chosen in terms of individual risks. The model constructed by Rothschild and Stiglitz 
(1976) and Wilson (1977) predicts that high risks will choose lower deductible than 
low risks. Puelz and Snow (1994) used accidents at the end of the contractual period 
to approximate individual risks. They found that those who were the most accident 
prone chose the lowest deductible. 

This finding is not convincing, for it is subject to an econometric specifi­
cation error. The authors estimated two equations: one equation dealing with insur­
ance pricing and the other equation dealing with choice of deductible. They used the 
second equation to test for the presence of adverse selection. As their choice­
of-deductible equation contained only a few explanatory variables, the coefficient of 
the "accidents" variable may capture information other than that related to residual 
adverse selection. 

The standard method for correcting this specification problem is to introduce the 
mathematical expectation of the number of accidents (or its predicted value obtained 
from the estimates of the accidents distribution) in the choice-of-deductible equation 
(Dionne, Gourieroux, and Vanasse, 1998; or Chiappori and Salanie, 2000, for an 
equivalent approach; see also Section 12.5 of this chapter for more details). In doing 
this second regression, we check to see if the accident variable is still significant. If 
not, this means that there is no residual information in the risk classes. If the pre­
dicted variable is significant and bears the same sign as the accident variable in the 
first step, we cannot conclude that it measures adverse selection, since its prediction 
was obtained with variables observable by the insurer. The fact that it is significant is 
usually due to non-linearities not modeled in the equation. These non-linearities can 
be eliminated by increasing the interactions between variables in the choice-of­
deductible equation, as do insurers when setting their premia. 

Finally, we may conclude that there is a residual information problem in the port­
folio when there is still a statistical link between the deductible variable and the acci­
dent variable in a model well specified. For example, the presence of residual adverse 
selection might have prevented the standard econometric specification method from 
completely correcting the problem. But the true residual information problem may be 
other than adverse selection. Other tests are necessary to isolate the true information 
problem. 

There are numerous lessons to be drawn from this example. On this point, the 
theoretical environment has been well documented. The theoretical predictions of 
Rothschild and Stiglitz have had currency for more than twenty years and have been 
taught in microeconomics courses for a good many years. Some authors before Puelz 
and Snow had proposed tests for the theory, but the data used were not always ade­
quate and often too aggregate. 
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Puelz and Snow had access to a good quality data base. They rather successfully 
isolated the relevant empirical questions, but they did not consider all of the 
instruments an insurer could use to take adverse selections into account effectively. 
Moreover, they failed to correctly interpret their econometric results and, most unfor­
tunately, they never suspected that their conclusion on the residual adverse selection 
measured in the portfolio might be the result of an econometric specification. 

This does not mean that there is no adverse selection in the automobile insurance 
markets. The fact that insurers classify risks is in large part explained by adverse selec­
tion. But, the absence of residual information asymmetry in the classes of risk shows 
that, when this classification is correctly done, the choice of deductible is not needed 
to treat adverse selection. In other words, the Rothschild and Stiglitz (1976) model is 
not useful in this portfolio. 

Others will want to point out that moral hazard may also be present in this port­
folio and that we probably did not screen for all the factors capable of explaining how 
deductibles relate to the differing degrees of policy holders' risk aversion. The second 
criticism is easier to handle. Let's start with that one. 

Though rare, works treating differences in aversion to risk conclude that, in cases 
of adverse selection, good risks, who have a stronger risk aversion, may ask for cov­
erage other than the one imposed by the self-selection constraint of the low risk (more 
expensive than actuarial, better than that of the good-to-weak aversion category, but 
still partial) (Villeneuve, 1996 and Smart, 1998). 

Risk aversion cannot be directly observed. To screen for it, as in Puelz and Snow, 
we (Dionne, Gourieroux, Vanasse, 1998) used the amounts of insurance coverage 
chosen by individuals as protection against potential civil liability losses. Some of 
these variables are significant and of the right sign when we calculate the choice-of­
deductible equation for damages to the car combined with the predicted accident vari­
able. But we also show that it is possible to make these variables non-significant 
by increasing the number of variables and the number of interactions between the 
variables insurers use in setting their rates. This finding implies that the methods for 
classifying policy holders can take into account not only the differences between 
individual risks but also the differences in risk aversion. 

To adequately account for moral hazard in insurance contracts along with adverse 
selection, we must have access to a model capable of making theoretical predictions 
in an environment where the two information problems are simultaneously present. 
This exercise was dealt with by Chassagnon and Chiappori (1995) in a competitive 
market context. They found that agents who are less worried about protection choose 
contracts with the broadest coverage and the lowest deductibles (see also Dionne and 
Lasserre, 1987). 

If we are limited to static contracts with data covering just one period, it is diffi­
cult to ascertain where the causality of moral hazard and adverse selection is heading. 
Panel data and experiments can help define the two information problems. The data 
of Dionne, Gourieroux and Vanasse (1998, 2000) contained information on the bonus-
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malus of the company's clients. This information can here be considered as another 
good instrument for taking moral hazard into account. The preliminary results show 
that use of these variables have no impact on conclusions concerning the presence 
of residual adverse selection (see also Dionne and Gagne, 2000, for discrimi­
nation between information problems. We shall come back on this contribution in 
Section 12.5). 

Another test concerns the type of commitment we may observe in dynamics insur­
ance contracts. Dionne and Doherty (1994) proposed such a test by analyzing the vari­
ation of insurers loss premium ratio as a function of the premium rate. They verified 
that some automobile insurers use commitment to attract selective portfolios with dis­
proportionate numbers of low risks. These results are consistent with the commitment 
and renegotiation model and reject both the no-commitment and the full commitment 
models. However, we must emphasize that these preliminary results represent an indi­
rect test of the theory since the authors did not have access to the more accurate data. 
As mentioned by the authors, a direct test would require that data on different risk 
groups or cohorts be available as well data on the insurance prices faced by the dif­
ferent cohorts over time. 

12.3 EX-ANTE MORAL HAZARD AND CHOICES OF 
WORK CONTRACTS 

There is, by definition, ex-ante moral hazard if one of the parties to a contract can 
affect the results of the contractual relation by non-observable actions before realiza­
tion of the random variables (Holmstrom, 1979; Shavell, 1979) (see Amott, 1992, and 
Winter, 2000, for reviews of the insurance literature with moral hazard). In the simple 
model that we shall now treat, the realized output is observable but we do not know 
whether its value is due to the agent's effort or to the outcome of a random variable. 
We thus have a problem of identification to solve, if we want to check for the pres­
ence of residual moral hazard. (For other applications, see Dionne, Gagne, Gagnon 
and Vanasse, 1997, and Dionne and Vanasse, 1997.) 

One useful prediction that models with moral hazard have made for the labour 
market is that forms of compensation can have an impact on work incentive: a worker 
paid based on performance should work harder than a worker paid an hourly wage. 
In other words, there should be less moral hazard when workers are paid based on 
performance, since their compensation is exposed to risks whose impact they can vary 
by their efforts. 

Empirically, the hardest factor to measure in the model is the worker's effort, as 
this means gaining access to a variable the employer cannot observe and which can 
still be used to see whether methods of compensation have any impact on effort. Foster 
and Rosenzweig (1994) used calories consumed by workers as an approximation of 
the effort they expend. 
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They propose a simple theoretical model of workers' health in which body 
mass (kg/square meter) is affected by food intake, illness, and work effort. They 
show that it is possible, for the types of jobs studied, to make a direct connection 
between forms of compensation and the calories consumed. More specifically, in 
periods where workers have access to methods of compensation that reward more high 
powered performance, they work harder and consume more calories, thus justifying 
the direct theoretical link between method of compensation and consumption of 
calories. 

To test their model, they used panel data containing information on 448 farming 
families in the Philippines; the members of these families may work either for them­
selves or for outsiders, under different forms of compensation. These individuals were 
interviewed four times concerning their wages, their modes of compensation, the type 
of work done, and the quantity of calories consumed over the previous 24 hours. A 
period of four months separated the interviews. 

The results from estimation of the health function indicate that self-employment 
and piece work significantly reduce the body mass index as compared with unem­
ployment, whereas work compensated on an hourly basis shows no significant effect. 
This seems to indicate either less effort or a measurable presence of moral hazard on 
the part of those who are paid with an hourly rate. 

Now, what about the link between methods of payment and the performance rate 
per calorie consumed? They found that the calories consumed are associated with 
higher pay and performance in self-employment and piece work. Consequently, 
workers receiving these modes of payment consume more calories and, thus, can be 
said to work harder. 

The next important question we must ask is the following one: Is this a test for 
moral hazard or for adverse selection? In other words, do workers themselves choose 
their type of work and mode of compensation? 

The authors tried to answer this question by checking to see whether their data 
contained any sample selection effect. They used two methods to do this: Heckman's 
two-step Probit selection (1979) and Lee's multinomial Logit selection (1983). Both 
models render identical results. 

It should be pointed out that 47.1 % of the subjects worked under different regimes 
during the same period. But this statistic does not suffice to qualify the choices as 
random, since only 28% worked for hourly wages in all four periods. 

Taking explicitly into account workers' choices of types of compensation tends 
to strengthen rather than weaken the results. Modes of compensation actually have a 
bigger impact on the use of calories with the selection model. This implies that those 
who choose incentive pay at the margin do so because they truly want to work harder. 
But, unlike what the authors suggest, the model tested is not a pure moral-hazard 
model. It is rather a mixed model containing aspects of adverse selection and moral 
hazard. The best physically endowed and most highly motivated will choose the 
highest paying but most demanding work. 
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In fact, to isolate a pure moral-hazard effect, it practically takes an exogenous 
change in a compensation regime or in some other parameter impinging on all the 
agents. We are now going to study changes of this nature as we turn to ex-post moral 
hazard. 

12.4 EX-POST MORAL HAZARD, DEMAND FOR MEDICAL 
SERVICES, AND DURATION OF WORK LEAVES 

In our applications, ex-post moral hazard deals with non-observable actions on the 
part of agents, actions which occur during or after the outcome of the random vari­
able or accident (Townsend, 1979, and Gale and Hellwig, 1985). For example, an acci­
dent can be falsified to obtain better insurance compensation. This form of moral 
hazard is often associated with fraud or falsification (Crocker and Morgan, 1998; 
Crocker and Tennyson, 1998; Bujold, Dionne, and Gagne, 1997; Picard, 2000). Partial 
insurance of agents is not optimal in reducing this form of moral hazard, for the agent 
knows the state of the world when he makes his decision. Claims auditing is more 
appropriate, but it is costly, resulting in the potential presence of this moral hazard in 
different markets. 

The main difficulty in isolating the ex-post moral hazard effect in different levels 
of insurance coverage is separating the effects of price and income variations from 
the effects of asymmetric information. Contrary to what is often read in the literature, 
not every variation in consumption following upon a variation in insurance coverage 
can be tied to ex-post moral hazard. When compared with full-coverage regimes, it is 
perfectly conceivable that a health insurance regime with partial coverage might be 
explained by transaction costs and patients' decision to curtail consumption of certain 
services because they must share in the cost. If for some reason, the transaction costs 
drop and the insurance coverage expands, the consumption of medical services will 
increase, since their price will be cheaper. But this increase will not be due to moral 
hazard. It will simply be a classic effect of demand. There are still too many articles 
in the literature which confuse variations in demand with moral hazard. 

Another big difficulty in isolating moral hazard is linked to the possibility that 
potential policy holders, better informed than the insurer about the state of their health 
over the next period of the contract, will make an endogenous choice of insurance 
regime. As a rule, those expecting health problems choose more generous insurance 
regimes, even if the per unit cost is higher. This is a well-known adverse selection 
effect. 

In the famous Rand corporation study (Manning et aI., 1987 and Newhouse, 1987) 
dealing with the effects of changes in insurance coverage on the demand for medical 
services, the experimental method used was capable of isolating the elasticity of the 
demand from the effects of adverse selection by random selection of families who 
might be subject to exogenous changes in insurance coverage but who were not free 
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to choose their insurance coverage ex-ante. They thus successfully calculated elastic­
ities of demand much lower than those obtained in other studies that did not screen 
for the effect of endogenous choices of insurance regimes (adverse selection). 

Their measurement of the elasticity of demand for medical services is not a mea­
suremeqt of ex-post moral hazard. It is, in fact, very unlikely that there is any moral 
hazard in their data, considering all the screening done. 

Let us now consider work accidents. As we indicated above, using an exogenous 
change in an insurance regime can isolate moral hazard. An exogenous change in an 
insurance regime can be interpreted as a laboratory experiment, if certain conditions 
are met. As for laboratory animals, it is possible to restrict the choices of insurance 
available to the subjects. 

It is also important to have a control group which undergoes the same insurance 
changes, but which does not have the same information problems as those expected. 
For example, if we suspect that some workers with specific medical diagnoses (hard 
to diagnose and verify) have greater information asymmetry with the insurer, there 
have to be other workers having undergone the same insurance changes at the same 
time but whose information asymmetry is weaker (easy to diagnose and verify). The 
reason for this is that it is hard to isolate an absolute effect with real economic data, 
because other factors not screened for may lead to changes in behaviour. The control 
group allows us to isolate a relative effect arising from the information problem, all 
things being equal. To simplify the analysis, it is preferable that the period under study 
should be short enough to get around having to screen for several changes at once. 

Dionne and St-Michel (1991) managed to bring together all these conditions in 
a study of change in coverage for salary losses associated with work accidents (see 
B. Fortin and P. Lanoie, 1992, 1995, 2000, for similar studies and for a survey of dif­
ferent issues associated to workers compensation). The change in insurance coverage 
studied was exogenous for all the workers. Other forms of insurance were not really 
available, even if, in theory, it is always possible to buy extra insurance in the private 
sector if one is not satisfied with the public regime. But very few individuals do so 
in Quebec for this type of compensation. The fact that there are state monopolies over 
several types of insurance coverage in Quebec, makes it easier for us to meet this 
condition. 

Dionne and St -Michel (1991) showed, first of all, that the increase in insurance 
coverage had a significant positive effect on the duration of absence from work. But 
this effect cannot be interpreted as being moral hazard, for it may simply be associ­
ated with an increase in the demand for days off due to their lower cost. Next, the 
authors checked to see whether this effect was only significant for diagnoses with 
greater asymmetry of information (hard to diagnose) between the worker and the 
insurer as represented by a doctor. This second finding confirms that the only effect 
observed on the duration of absences was that of moral hazard, since the workers of 
the control group (those without information asymmetry, easy to diagnose) did not 
modify their behaviour. Moreover, the change-of-regime variable without interaction 
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with diagnostics, was no longer significant when the diagnostic-change-of-insurance 
variables were adjusted. This implies that there is no demand effect. However, the 
change of regime achieved the desired redistribution effects sought after by allowing 
poorer workers to have access to more insurance. 

We may conclude that an ex-post moral hazard effect has been isolated (see 
Cummins and Tennyson, 1996, Butler et aI., 1996a, Ruser, 1998, and Dionne, St­
Michel and Vanasse, 1995, for similar results). It is, in fact, highly unlikely that the 
change in regime studied had any impact on ex-ante prevention activities which might 
affect the seriousness of work accidents. There is no reason to think that the average 
worker can practice such selective prevention as to influence diagnostics ex-ante. But, 
ex-post, when he knows his diagnosis, he can take undue advantage of the situation 
of asymmetric information. Some workers might be more tempted to provoke acci­
dents or to say falsely that they had an accident in order to have access to more com­
pensation, when the rates are more generous. These activities were not distinguished 
from other forms of moral hazard by Dionne and St-Michel, since they can be inter­
preted as ex-post moral hazard. 

It is also difficult to find the link between this result and adverse selection. On 
the one hand, workers could not choose their insurance coverage in this market and, 
on the other hand, it is highly unlikely that the change in insurance regime had any 
short-term effect on workers' choice of more or less risky jobs. 

Bernard Fortin and Paul Lanoie (2000) present a review of the literature on the 
incentive effects of work accident compensation. They use the classification of dif­
ferent forms of moral hazard proposed by Viscusi (1992). The form of ex-post moral 
hazard we just described can be classified moral hazard as duration of claims, which 
they distinguish from moral hazard as substitution hazard. This distinction can be 
explained, for example, by the fact that compensation for work accidents are more 
generous than those for unemployment insurance. Activities resulting in accidents are 
called causality moral hazard, which is ex-post moral hazard (bordering on ex-ante 
moral hazard), since the action takes place at the time of the accident. The result 
obtained by Dionne and St-Michel captures these three forms of ex-post moral hazard. 
It is even possible that workers may have substituted workers' compensations for 
unemployment insurance. 

Can we now perform closer analysis and distinguish between the three forms of 
ex-post moral hazard: incentives provoking hard-to-verify accidents; decisions to 
prolong length of absence in hard-to-check diagnoses; or decisions to substitute acci­
dent compensations for unemployment insurance, or even falsification? This distinc­
tion would be important as it is not obvious that the mechanisms for correcting the 
situation would be the same for each of these forms of asymmetric information. 

The last three forms are difficult to distinguish, since they belong to the same 
market. However, it is possible to separate new accidents from older ones using indica­
tive variables. We know, for example, that the accidents provoked occur early on 
Monday mornings (see also Fortin and Lanoie, 1998, and Derrig, 1997) and that, 
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among seasonal workers, requests to extend work absences pick up with the 
approach of unemployment insurance periods. Further research must be done on this 
subject. 

12.5 INSURANCE FRAUD 

Insurance fraud has become an important economic problem. In the Quebec automo­
bile insurance market, the cost of fraud was estimated at $100 million in 1994, just 
under 10% of total claims (Caron and Dionne, 1997). The Insurance Bureau of Canada 
has estimated that the total annual cost ofliability insurance fraud was about $2 billion 
in Canada (Medza, 1998), while it is estimated to be nearly $70 billion per year in 
the United States for all types of claims (Foppert, 1994). 

The causes of the rapid growth of insurance fraud are numerous: changes in 
morality, increased poverty, modifications in the behaviour of the intermediaries 
(medical doctors or mechanics for instance), attitude of insurers, etc. (Dionne, 
Gibbens and St-Michel, 1993). In two papers, Dionne and Gagne (1997, 2000) high­
light the nature of insurance contracts. In both cases, they use the theoretical model 
proposed by Picard (1996) to obtain an equilibrium without commitment of the 
parties. In the second one (2000), they test whether the presence of a replacement cost 
endorsement can be a cause of fraudulent claims for automobile theft. This endorse­
ment was introduced in the automobile insurance market to increase the protection of 
the insureds against depreciation. 

Traditional insurance markets do not offer protection against the replacement 
value of an automobile. Rather, they cover current market value, and when a theft 
occurs, the insurance coverage is largely partial with respect to the market value of a 
new automobile. A replacement cost endorsement gives the opportunity to get a new 
vehicle in the case of theft or in the case of total destruction of the car in a collision, 
usually if the theft or the collision occurs in the first two years of ownership of a new 
automobile. In case of total theft, there is no deductible. Ex-ante and without 
asymmetric information, this type of contract can be optimal. The only major differ­
ence is the expected coverage cost which can easily be reflected in the insurance 
premium. 

Intuitively, a replacement cost endorsement may decrease the incentives toward 
self-protection since it can be interpreted as more than full insurance when the market 
value of the insured car is lower than the market value of a new car. The presence of 
a replacement cost endorsement in the insurance contract may also increase the incen­
tives to defraud for the same reason. For example, the insured may have an incentive 
to set up a fraudulent theft because of the additional protection given by the replace­
ment cost endorsement. This particular type of fraud is known as opportunistic fraud 
since it occurs when an opportunity occurs and usually not when an insurance con­
tract for a new vehicle is signed. Alternatively, under adverse selection, an individual 
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may choose to include in his coverage a replacement cost endorsement because he 
knows he will be more at risk. 

A first objective of the study by Dionne and Gagne (2000) was to test how the 
introduction of a replacement cost endorsement affects the distribution of thefts in the 
automobile insurance market. Another significant objective was to propose an empir­
ical procedure allowing the distinction between the two forms of moral hazard. In 
other words, they seek to determine whether an increase in the probability of theft 
may be explained by a decrease in self-protection activities or by an increase in oppor­
tunistic fraud. They also took into account the adverse selection possibility since the 
insured ex-ante decision to add a replacement cost endorsement to the insurance 
policy might be explained by unobservable characteristics that also explain higher 
risks. 

As discussed in Section 12.2, Dionne, Gourieroux and Vanasse (1998) proposed 
a method that was applied to adverse selection. In their article, Dionne and Gagne 
(2000) extend this method in order to take into account both forms of moral hazard 
simultaneously. Furthermore, their approach makes it possible to isolate adverse 
selection. 

Let us first consider y, an endogeneous binary variable indicating the occurrence 
of a theft. The decision or contract choice variable z (in this case the presence of a 
replacement cost endorsement; in Section 12.2, the choice of a particular deductible) 
will provide no additional information on the distribution of y if the prediction of y 
based on z and other initial exogenous variables x coincides with that based on x alone. 
Under this condition, we can write the conditional distribution of y as 

(1) 

where <1>(. I .) denotes a conditional probability density function. A more appropriate 
but equivalent form for different applications is 

(2) 

In that case, the distribution of z is estimated and when condition (2) holds, this dis­
tribution is independent of y which means that the distribution of theft is independent 
of the decision variable z, here the replacement cost endorsement, since (l) and (2) 
are equivalent. The empirical investigation of Dionne and Gagne relies on the indi­
rect characterization as defined by (2). It can be interpreted as the description of how 
the individual's decision affects his future risks (moral hazard) or of what his deci­
sion would be if he knew his future risks (adverse selection). 

This type of conditional dependence analysis is usually performed in a paramet­
ric framework where the model is a priori constrained by a linear function of x and 
y, that is 
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(Pz{z I x,y) = <j>z(z I x'a + by). 

This practice may induce spurious conclusions, since it is difficult to distinguish 
between the informational content of a decision variable and an omitted nonlinear 
effect of the initial exogenous variables. A simple and pragmatic way of taking into 
account these potential nonlinear effects of x is to consider a more general form 

<Pz(z I x,y) = <Pz(z I x'a +by+ cE(y I x» (3) 

where E(y I x) is an approximated regressor of the expected value of y computed from 
the initial exogenous information. Assuming normality, E(y I x) is computed with the 
parameters obtained from the estimation of y using the Probit method. 

The above framework can be applied to test for different types of information 
asymmetries. The failure of condition (2) to hold may allow a distinction between dif­
ferent types of information problems depending on how y is defined. Dionne and 
Gagne (2000) defined y using 5 different contexts or sub-samples (s): 

s = 0 when no theft occurred; 
s = 1 if a partial theft occurred at the beginning of the cost endorsement contract; 
s = 2 if a partial theft occurred near the end of the cost endorsement contract; 
s = 3 if a total theft occurred at the beginning of the cost endorsement contract; 
s = 4 if a total theft occurred near the end of the cost endorsement contract. 

Using such a categorization, they identified the different types of information prob­
lems: adverse selection, ex-ante moral hazard and ex-post moral hazard or oppor­
tunistic fraud. 

If we are in presence of a pure adverse selection effect, the time dimension (that 
is, the proximity of the expiration of the replacement cost endorsement in the con­
tract, since it is valid for only two years after buying a new car) would not have any 
importance. In other words, the effect of pure adverse selection would be significant 
and of approximately the same size whether it is a new contract or an old one. 
However, the effects may not be of the same magnitude. Therefore, with a pure adverse 
selection effect, condition (2) should not hold in all sub-samples considered (i.e., 
s = 1,2,3 and 4). 

Assuming that the same self-protection activities are involved in the reduction of 
the probabilities of both types of theft (partial and total), condition (2) should not hold 
under ex-ante moral hazard for both types of theft. In that case, the presence of a 
replacement cost endorsement in the insurance contract reduces self-protection activ­
ities leading to an increase in the probabilities of partial and total theft. In addition, 
since the benefits of prevention are decreasing over time, ex-ante moral hazard 
increases over time. Thus, as for adverse selection, ex-ante moral hazard implies that 
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condition (2) does not hold in all sub-samples considered, but with a stronger effect 
near the end ofthe contract (i.e., sub-samples 2 and 4) than at the beginning (i.e., sub­
samples 1 and 3). 

In the case of opportunistic fraud, the pattern of effects is different. Because the 
incentives to defraud are very small or even nil in the case of a partial theft, condi­
tion (2) should hold in both sub-samples 1 and 2. Also, because the benefits of fraud 
for total theft are small at the beginning of the contract but increasing over time with 
a replacement cost endorsement, condition (2) should also hold in the case of a total 
theft at the beginning of the contract (s = 3). However, near the end the contract, the 
incentives to defraud reach a maximum only in the case of a total theft when the insur­
ance contract includes a replacement cost endorsement. It follows that with a fraud 
effect, condition (2) would not be verified in sub-sample 4. 

Their empirical results show that the total theft occurrence is a significant factor 
in the explanation of the presence of a replacement cost endorsement in an automo­
bile insurance contract only when this endorsement is about to expire. The total theft 
occurrence is not a significant factor neither at the beginning of the contract, nor at a 
middle stage. 

As suggested by Chiappori (1998), one possibility to obtain separation from claim 
data is to use a dynamic model. The data of Dionne and Gagne (2000) did not allow 
them to go in that direction. The originality of their methodology, although in the spirit 
of Chiappori (1998), was to use different contracting dates for the replacement cost 
endorsement but claims over one period. Consequently, Dionne and Gagne (2000) 
were first able to separate moral hazard from adverse selection since the latter should 
have the same effect at each period according to the theory. Finally, they were able to 
separate between the two forms of moral hazard by using partial and total thefts and 
by assuming that the same preventive actions affect both distributions. Their results 
do not reject the presence of opportunistic fraud in the data which means that the 
studied endorsement has a direct significant effect on the total number of car thefts 
in the analyzed market. 

In their 1997 article, Dionne and Gagne discuss the effect of higher deductible 
on the costs of claims explained by falsification. Since the significant contribution of 
Townsend (1979), an insurance contract with a deductible is described as an optimal 
contract in the presence of costly state verification problems. In order to minimize 
auditing costs and guarantee insurance protection against large losses to risk averse 
policy-holders, this optimal contract reimburses the total reported loss less the 
deductible when the reported loss is above the deductible and pays nothing otherwise. 
The contract specifies that the insurer commits itself to audit all claims with proba­
bility one and this deductible contract is optimal only for the class of deterministic 
mechanisms. Consequently, we should not observe any fraud, notably in the form of 
build-up, in markets with deductible contracts, since the benefits of such activity are 
nil. However, fraud is now a significant problem in automobile insurance markets for 
property damages where deductible contracts are often observed. 
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The recent literature on security design has proposed different extensions to take 
into account different issues regarding the optimal insurance contracts. Three main 
issues related to the empirical model of Dionne and Gagne (1997) are discussed in 
this literature. First, the deductible model implies that the principal fully commits to 
the contract in the sense that he will always audit all claims even if the perceived prob­
ability of lying is nil. It is clear that this contract is not renegotiation proof: at least 
for small losses above the deductible, the insurer has an incentive not to audit the 
claim and save the auditing cost. However, if the client anticipates such a behaviour 
from the insurer, he or she will not necessarily tell the truth when filing the claim! 

One extension to the basic model was to suggest that random audits are more 
appropriate to reduce auditing costs. However, the optimal insurance contract is no 
longer a deductible contract and the above commitment issue remains relevant. 
Another extension is to suggest that costly state falsification is more pertinent than 
costly state verification for insurance contracting with ex-post moral hazard. The 
optimal contract under costly state falsification leads to insurance overpayments for 
small losses and under-compensation for severe accidents. We do not yet observe such 
contracts for property damages in automobile insurance markets, although they seem 
to be present for bodily injuries in some states or provinces (Crocker and Tennyson, 
1996). 

The empirical hypothesis of Dionne and Gagne (1997) is as follows: when there 
is a sufficient high probability the fraud will succeed, the observed loss following an 
accident is higher when the deductible of the insurance contract is higher. Because 
they only have access to reported losses, a higher deductible also implies a lower prob­
ability of reporting small losses to the insurer. In order to isolate the fraud effect 
related to the presence of a deductible in the contract, they introduce some correc­
tions in the data to eliminate the potential bias explained by incomplete information. 

Their results are quite significant. They imply that when there are no witnesses 
(other than the driver and his or her passengers) on the site of the accident, the losses 
reported to the insurance companies are somewhere between 24.6% and 31.8% higher 
for those insured with a $500 deductible relatively to those with a $250 deductible. 
Furthermore, they are confident that this increase corresponds to build-up, because 
their result is closely related to the presence of witnesses. Since the mean loss reported 
in their sample is $2552.65, these increases correspond to increases of the reported 
losses from $628 to $812, which is far more than the difference between the two 
deductibles ($250). Thus, it seems than when an insured decides to defraud, not only 
does he or she try to recover the deductible, but also to increase his or her net wealth 
(for instance, by increasing the net value of the automobile). 

It may be argued that the choice of the deductible is the consequence of an exten­
sion ofthe traditional adverse selection problem because the insured anticipates higher 
expected losses. However, if this ex-ante argument were right, we should observe a 
significant effect of the deductible on reported losses even when the presence of wit­
nesses is more likely, which was not the case. It would be surprising to obtain such 
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an ex-ante effect only in the case of accidents without witnesses, because it is diffi­
cult to anticipate the type of accident and its severity when choosing the deductible 
ex-ante. 

It may also be the case that insurers can affect the probability of successful fal­
sification by increasing the frequency of audits in the case of claims for which no wit­
nesses are involved and for which the policy bears a high deductible. In other words, 
insurers may use the presence of witnesses as a fraud indicator. If it is the case, the 
results show that insurers are not fully efficient in their investigations since there is 
still a significant effect associated with the deductible in the reported loss equation. 
This interpretation is supported by the fact that insurers only detect 33% of fraud 
when they audit (Caron and Dionne, 1997). 

Recent contributions (Crocker and Morgan, 1998; Crocker and Tennyson, 1996) 
tend to show that other types of contracts are more effective than deductible contracts 
in reducing this type of ex-post moral hazard when falsification activities are poten­
tially present. However, they limit the behaviour of the insurer to full commitment. 
The full characterization of an optimal contract in presence of ex-post moral hazard 
is then an open question in the literature. 

12.6 ADVERSE SELECTION AND THE QUALITY OF 
THE PRODUCT IN A MARKET 

Akerlof (1970) was the first to propose a model with asymmetric information on the 
quality of products. This pathbreaking article has motivated many researchers to study 
the second-hand markets for durable goods. In general, owners of used goods know 
better the quality of their good than a potential buyer. Kim (1985) proposed a model 
suggesting that traded used cars should be of higher quality. Bond (1982) did test a 
similar proposition but did not find any evidence of adverse selection on the market 
for used pick up trucks. However Lacko (1986) did report some evidence for older 
cars only, a result also obtained by Genesove (1993). We now consider in detail this 
paper. 

The main hypotheses to be considered for testing the presence of adverse selec­
tion are the following: 

(a) During the transaction, one party is better informed than the other about the 
product's quality: usually the seller. 

(b) Both of the parties involved in the transaction value quality. 
(c) The price is not determined by either party but by the market. 
(d) There is no market mechanism such as guarantees or reputation to eliminate 

adverse selection. 

To test for residual adverse selection, Genesove (1993) analyzed the market for used 
cars sold by auction in the United States, where buyers have only a few moments to 
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look at the cars and cannot take them for a test drive before purchase. The auction is 
simple: a series of ascending bids where the seller has the option of accepting or refus­
ing the second highest bid. Sixty per cent of the sellers accept to relinquish their cars. 
The auction lasts one minute and a half, including the time to put the car up for auction 
and the time to remove it once the last bid is made! As a rule, the second price should 
correspond to the average quality of the cars offered, and buyers are supposed to be 
aware of this level of quality. 

Genesove wanted to test whether any observable characteristic of the seller could 
be used to predict the average quality of the cars sold. In the presence of perfect 
information on the quality of the product, the characteristics of the seller would be of 
no importance. Only the quality of the product would count in explaining price 
equilibrium. 

He thus considered two types of sellers participating in these auctions: those who 
sold only used cars (UC) and those who sold used cars and new cars (NC). Each seller 
participates in two markets: the auction market where the buyer makes no distinction 
in quality and a more traditional market where the real quality is more likely to be 
observed by the buyer. 

It can be shown that the equilibrium price will be equal to the price matching the 
average quality each type of seller will offer. Thus, a seller whose cars are of supe­
rior quality to the average quality offered by this type will not put them up for auction 
unless there is a surplus in stock. In this case, he may offer some for auction, start­
ing with those of lower quality. Moreover, the average quality of the two types may 
vary, as sellers may have different stock management systems. The author, in fact, 
shows that those who offer the two types of cars (used and new) have cars whose 
average quality is higher. 

The motive behind stock management is important in finding an equilibrium. If 
the only motive for putting used cars up for auction is to take advantage of informa­
tion asymmetry as shown in Akerlof's model, it is hard to obtain an equilibrium in a 
market where buyers are ready to pay for average quality and sellers are motivated to 
offer cars of only inferior or average quality. However, during a period of surplus 
stock, some sellers may have cars worth less than market value that they may be moti­
vated to sell at the average-quality price, in order to gain a bonus. In other words, 
buyers in this type of market would have to value cars more highly than sellers to 
obtain an equilibrium. Gibbons and Katz (1991) have used this type of argument to 
obtain an equilibrium in the work market with specific human capital. 

Empirically, a positive bonus in an auction market is only possible in a situation 
of asymmetric information where the buyer pays the average-quality price associated 
with the type of seller. Thus a seller who is more likely to sell in this market because 
he often has surpluses will usually sell better quality cars and obtain, at the equilib­
rium, a higher average price for the same quality of car. 

The author verified that, though the data covered cars from 1988 to 1984 and 
earlier, there is a significant bonus only for 1984 cars. This allows him to conclude 
that residual adverse selection is weak in this kind of market. This implies that enough 
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information circulates by other mechanisms to reduce the informational bonus 
to zero. These mechanisms are reputation and guarantees. Sellers are not truly 
anonymous in the auction market. The seller must be present to accept or refuse 
the second price. Furthermore, there are limited guarantees protecting buyers during 
the first hour following the auction. So, as for the automobile insurance example, in 
Section 12.2, private markets use effective mechanisms for reducing residual adverse 
selection. 

Two extensions are now discussed in the literature. The first one proposes to use 
price and quantity profiles overtime across brands of cars in order to isolate evidence 
of adverse selection (Hendel and Lizzeri, 1999). There will be evidence of adverse 
selection if the car that has a steeper price decline overtime also has the lower trade 
volume. This contrasi:s with the depreciation story where the faster price decline 
should correspond to a larger volume of trade. The second extension is to show that 
leasing can solve the lemons problem (Guha and Waldman, 1996; Hendel and Lizzeri, 
1998). 

12.7 CONCLUSION 

We have taken up the difficult question of the empirical measurement of the effects 
of information problems on the allocation of resources. Two problems drew our atten­
tion: moral hazard and adverse selection. 

One conclusion which seems to be accepted by a number of authors is that infor­
mation problems may create considerable distortions in the economy in contrast with 
a situation of full and perfect information. But we have also found that effective mech­
anisms have been established to reduce these distortions and to eliminate residual 
problems at the margin. 

This conclusion seems stronger for adverse selection than for moral hazard, at 
least in the markets studied. One possible explanation, which should be investigated 
in detail, is that adverse selection concerns exogenous factors, whereas moral hazard 
hinges on endogenous actions which are always open to modification. 

Finally, given the specific nature of the problems studied-lack of information­
we must be always prudent in our conclusions, since the effect measured cannot be 
100% verified. There will always be a lingering doubt! 
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13 Incentive Effects of Workers' 

Compensation: A Survey* 
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This survey covers extensively the theoretical and the empirical work that was done 
on the incentive effects related to the existence of workers' compensation (WC) in the 
North American context. It first analyzes the economic rationale for compulsory We. 
Then it studies the impact of WC on behavior. Three types of effects can be distin­
guished: 1) WC may influence frequency, duration and nature of claims through a 
variety of incentive effects. Under asymmetrical information about accident preven­
tion activities, WC may affect safety behavior of both employers and employees and 
the risk level in the market place. Under asymmetrical information about the true 
nature of workplace injuries, insured workers may attempt to report false or off-the­
job accidents and to undertake activities in order to obtain higher WC benefits, espe­
cially in the case of hard-to-diagnose injuries. Moreover, substitution between WC 
and other insurance programs may be observed. The decision of reporting a work­
place accident may also be affected by the generosity of WC benefits. 2) WC may 
induce changes in occupational wages rates and 3) WC may affect firms' productiv­
ity. So far, the literature has focused mainly on the first type of effects. The main 
results show that increases in WC insurance are associated with an increase in the 
frequency of injuries (elasticities ranging from 0.4 to I), and with an increase in 
the average duration of claims (elasticities ranging from 0.2 to 0.5). Furthermore, 
increases in WC are associated with more reporting of injuries that are hard-to­
diagnose and, in the same line, there are some evidence (at least in Canada) of sub­
stitution between unemployment insurance and WC insurance. Lastly, there are empir­
ical results showing that the presence of WC insurance induces important reductions 
in wage rates, while an emerging literature suggests that changes in WC insurance 
may also have negative productivity effects. 

* The authors thank Michel Sylvain for able research assistance. They are also grateful to Georges 
Dionne and two anonymous referees for helpful comments. 
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13.1 INTRODUCTION 

The social cost of workplace accidents is important. In a typical year in the United 
States, more than 50 times as many working days are lost to work injuries than to 
labor strikes, and from one-half to one-third as many working days are lost to work 
injuries than to unemployment (Krueger, 1988). Not surprisingly, policy makers have 
been concerned by this phenomenon and workers' compensation (We) insurance has 
been made compulsory in most North American jurisdictions, covering more than 90 
percent of the workforce. 

we insurance is a form of no-fault insurance in case of a workplace accident, 
where workers give up the right to sue their employer in exchange for a right to com­
pensation. Firms are considered liable for workplace accidents. In the U.S., the major­
ity of firms meet their obligation to provide insurance from contracts with private 
insurance carriers. In Canada, firms pay insurance premiums as a percentage of their 
total payroll to a Workers' Compensation Board (WCB), which compensates accident 
victims and pays for their medical expenses related to workplace injuries. Insurance 
premiums are usually adjusted to reflect the past claim records of firms (experience­
rating). we claims result from work injuries that produce an impairment that can be 
classified by duration (temporary or permanent) and severity (total or partial). Most 
indemnity claims are for temporary total impairment, where the injured worker returns 
to work with no residual impairment. Claimants then receive a percentage of their 
pre-injury wage throughout the duration of the claim (typically 66% of gross wage in 
the U.S. and 90% of net wage in Canada).l 

It is important to consider the implications of the WC system since it operates in 
a market context. The system may have a variety of effects on employees and employ­
ers. Three types of effects can be distinguished.2 First, WC may influence frequency, 
duration and nature of claims through a variety of incentive effects. In particular, WC 
insurance may lead to moral hazard problems, which arise when informational asym­
metries are used for personal gains.3 The first is that of ex ante injury hazard. Since 
insurance covers the financial and medical losses associated with the injury, workers' 
incentive to exercise care will diminish with increases in coverage. Moreover, because 
employers fund WC benefits through premiums linked at least in part to their firm's 
safety record, there is an incentive to increase the investment in health and safety 
capital when there is an increase in WC insurance coverage. These pressures may 
result in changes in risk or, more precisely, in the frequency or the duration of injuries. 

I In both countries, benefits are not taxable. 
2 This classification is similar to that adopted by Moore and Viscusi (1991). 
3 The description that follows uses Viscusi's (1992) classification. 
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A second form of moral hazard, termed ex ante causality hazard, arises because 
it is sometimes difficult to identify which accidents are caused by the job. Therefore, 
workers may file claims for accidents that have not occurred, or for off-the-job acci­
dents. A third form might be termed ex post duration hazard. With an increase in the 
insurance coverage, injured workers may be tempted to take action in order to prolong 
the duration of the period over which benefits are paid out. 

A particular case of the previous forms of moral hazard, termed insurance sub­
stitution hazard, may arise, given that we is in general more generous than unem­
ployment insurance (UI). Workers may be tempted to undertake activities in order to 
benefit from we instead of UI, when they are confronted with a lay-off. For instance, 
they may report false or off-the-job accidents or, given that they have been injured on 
the job, they may try to increase the duration of their period of recovery compensated 
by we. 

The decision to file an accident report may also be affected by the level of we 
benefits (reporting incentives) since, in some circumstances, an injured worker may 
have some discretion over whether to ignore an injury and to continue working or to 
report the injury and to receive we benefits. 

A second potentially important effect of the we system is on wages. The change 
in risk described above may affect workers' wage through changes in compensating 
differentials, or simply because social insurance for job injuries will increase the 
attractiveness of risky employment to workers, thus reducing the required compen­
sating differential. Third, we benefits may lead to more absenteeism and the loss of 
firm specific human capital, which in turn may induce productivity effects. 

To our knowledge, the present survey is the first to cover all these aspects related 
to the existence of workers , compensation. As will be shown, the literature has focused 
on the first type of effects described above and is mainly North American. Section 
13.2 discusses the theoretical rationale for government regulation of we insurance 
and presents the theoretical arguments, which relate changes in we insurance cover­
age to changes in certain outcomes (frequency, duration and nature of claims, wage 
and productivity). Section 13.3 provides a survey of the empirical work that was done 
on these issues. Section 13.4 presents some concluding remarks and discusses the 
lessons to be learned by policy makers from this literature. 

13.2 THEORETICAL WORK 

13.2.1 Economic Rationale for WC Insurance 

A Model with no Market Imperfection 
Some authors, such as Thaler and Rosen (1976), allege that the presence of both wage 
differentials for risky jobs and private insurance markets implies that we is unnec­
essary. In their hedonic model based on Rosen (1974), the labor market is perfectly 
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competitive, workers are risk averse and have perfect information about risks of acci­
dents. They are also perfectly mobile between jobs. Firms differ in terms of certain 
intrinsic risks of accidents but can influence the probability of accidents through 
undertaking safety expenditures. Moreover, the marginal cost of reducing risks varies 
across firms. 

The model also assumes a perfect insurance market: the cost of insurance against 
injuries equals its actuarial value and insurers know the true probability of accident 
in each firm. Conditional upon facing a given accident probability, each worker will 
purchase an optimal amount of insurance coverage. This level of insurance will equate 
his (ex post) marginal utility in all states of the world (that is, with and without injury). 
Workers will move to firms whose wage rate-risk of injuries combination maximizes 
their well-being. If all workers are identical, firms with higher risk of accident will 
have to pay a higher wage rate to attract workers. This is the case even if workers are 
perfectly insured against accidents, since the insurance premium is increasing with 
the level of risk prevailing in a firm. 

In such a world, wage differentials across firms compensate workers for the 
welfare reduction associated with a risk of accident. In equilibrium, each firm's mar­
ginal cost for risk reduction equals its workers' marginal benefit from risk reduction. 
Moreover, wage differentials induce a social optimal allocation of workers across 
firms and a social optimal effort within each firm to reduce hazard. This analysis for­
malizes the basic insights of Adam Smith's theory of equalizing wage differentials as 
applied to the risk of occupational accidents. 

In the case where preferences against risk of accidents vary across workers, 
workers with low risk aversion will choose to work in high-risk firms.4 Therefore, the 
wage premium provided by high-risk firms will understate the one required by indi­
viduals working in low-risk firms. Again, under the assumptions of the model, this 
sorting equilibrium will be socially optimal. 

This model can also be generalized to the case where workers can influence their 
risk of injury through costly accident-preventing effort. As long as firms have full 
information about the level of effort chosen by workers, competitive equilibrium will 
also lead to a social optimum. In equilibrium, safety input provided by each party will 
be such that its marginal cost for one party will equal to its marginal benefit to both 
parties. This rule is analogous to the efficiency condition in public goods theory 
(Lanoie, 1991). 

In this model, workers insure themselves in a competitive market. However, as 
long as firms are risk-neutral, one could argue that they are a natural source of insur­
ance to their risk -averse workers (see Rea, 1981). Of course, under the assumptions 

4 This will be the case if insurance is imperfect (nonzero loading or administrative charges and hence 
incomplete coverage), if preferences are state dependent or if there are interpersonal differences in physi­
cal capacities to cope with job risk. In all these cases, risk-averse workers will not fully insure against acci­
dents. Therefore their risk choice will depend on their degree of risk aversion (see Thaler and Rosen, op.cit., 
p.272). 
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of the model, one should not expect this possibility to affect the injury rate at any firm 
and therefore the safety level and the allocation of workers across firms will still be 
Pareto-optimal. However, one should observe smaller compensating wage differen­
tials in higher risk firms since a part of their workers' total compensation will include 
we insurance. In such a world, the introduction of a public we system that is per­
fectly experience rated and that involves no administrative costs, will lead to a safety 
level and an allocation of labor similar to the one observed in a competitive market. 
Moreover, if we benefits are not perfectly experience rated, higher risk firms will be 
implicitly subsidized by the public system. Therefore they will have less incentive to 
undertake safety expenditures. In that case, we insurance will lead to a sub-optimal 
allocation of resources (Ehrenberg, 1988). 

This model shows that, in a world of complete information and perfect markets, 
either public we insurance is unnecessary or is harmful. However, this result breaks 
down with incomplete information or imperfect markets, and the literature on 
accident prevention discusses such situations. 

Problems of Imperfect Information 
Problems of imperfect information in the "market for workplace accidents" have 
attracted much attention recently. There are at least six possible types of imperfect 
information that may affect this market: I) Employers and insurers may not be able 
to identify workers who are accident-prone; 2) Insurers may not be able to identify 
employers who offer risky jobs; 3) employees and employers may be incorrect 
in their estimates of occupational risk and of their influence on the level of risk; 
4) the employer may not be able to monitor the precautions taken by employees; 
5) the insurer may not be able to monitor employers' and employees' precautions; 
6) the insurer may not be able to monitor the nature of injury. The two first types of 
misinformation leads to what is commonly called adverse selection. The fourth and 
fifth types reflect ex ante injury hazard and the sixth type involves ex ante causality 
hazard or ex post duration hazard. 

Let us first consider the case of adverse selection. This phenomenon is a mani­
festation in insurance markets of the more general concept of "lemons" (Akerlof, 
1970). A worker may have a much better idea than the insurer of whether he is a high­
or low-risk (first type of misinformation) or a firm may have more information than 
the insurer on its risk (second type of misinformation). In the face of this asymmet­
ric information problem, the insurance market is either inefficient or fails entirely, 
the ultimate outcome depending on the precise behavior of insured and insurer 
(e.g., see Hellwig, 1987). One solution (or a partial solution) is to restrict the range 
of choice the insured is allowed. A particular relevant possibility is to impose 
compulsory insurance to prevent lower risks opting out. It should be stressed that 
this policy does not necessary require the public provision of we insurance. The gov­
ernment could make we compulsory, while not supplying insurance itself. In fact, in 
a number of American States, we insurance is mandatory but is privately provided 
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(Butler, 1994). In a dynamic context, experience rating could also mitigate the adverse 
selection problem. Thus low risk firms are more likely to be attracted by experience 
rated contracts, which will reduce the "shrinking" effect of adverse selection on the 
insurance market. 

The third type of imperfect information concerns workers' knowledge about the 
safety level prevailing at different firms in the market. This problem has been ana­
lyzed by Oi (1974), Diamond (1977) and Rea (1981). Following an assumption first 
adopted by Adam Smith, these authors suppose that workers underestimate risk. 
Akerlof and Dickens (1982) have argued that the psychic costs of fear of accidents 
may induce a cognitive dissonance phenomenon that makes workers underestimate 
their perceived probability of accidents and choose a sub-optimal level of accident­
preventing effort. 

Under the assumption that workers underestimate risk, Diamond and Oi argue 
that mandatory insurance (privately or publicly provided) and safety regulation are 
justified because they raise the expected utility of risk averse workers. However, their 
analysis assumes that employees' safety precautions are not affected by the regulation 
of insurance. In contrast, Rea (1981) alleges that mandatory insurance and safety reg­
ulation may lead workers to undertake more risk and therefore to substitute wages for 
safer jobs. As a result, safety could fall even in the absence of moral hazard. More­
over, if this effect is strong enough, WC could lower workers' expected utility, eval­
uated with true probabilities. This analysis has some similarities with the well-known 
Peltzman (1975) effect, according to which automobile safety regulations such as 
compulsory seat belt may induce automobilists to drive less carefully. This may lead 
to an increase in the number and the severity of car accidents and, if this effect is 
strong enough, to a reduction in total welfare. 

Carmichael (1986) disagrees with the assumption that workers underestimate risk. 
He integrates imperfect information by exploring the role of a firm's reputation in 
repeated games. His model suggests that it takes time for workers to learn about 
changes in safety in a firm which leads, generally, to an underprovision of safety. In 
contrast with Rea, Carmichael is able to make unambiguous statements about the 
welfare-improving nature of government intervention related to occupational safety 
and health. In particular, he shows that a marginal increase in the level of compensa­
tion benefits leads to unambiguous improvement in welfare. 

The fourth and fifth types of misinformation involve a particular type of 
moral hazard: ex ante injury hazard. It defines the effect of insurance on the choice 
of self-protection activities by the insured when the insurer cannot observe or enforce 
these activities (asymmetric information). Let us consider the case of individual 
expenditure on a preventive activity, x, which can reduce the probability of an insured 
event. The socially efficient level of x is that at which its marginal cost is equal to its 
social benefit in terms of its effect on the reduction of insured losses. But if 
losses are fully insured and the insurer cannot monitor individual preventive 
activities, the private incentive is to spend little on it. As a result, this ex ante moral 
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hazard typically leads to an underprovision of self-protection activities by the insured, 
as far as the substitution effect is concerned (see Pauly, 1974; Holmstrom, 1979; 
Arnott and Stiglitz, 1988, and Arnott, 1992, for careful analyses of the effects of moral 
hazard). 

Private insurers have adopted a number of devices to reduce this problem. In par­
ticular, incentive mechanisms may seek to share the cost between the insured and the 
insurer: frequent claimants may pay higher premiums; deductibles make the insured 
person pay the first $X of any claim; with coinsurance, the insured person pays a frac­
tion of any claim. However, none provides a complete solution to the ex ante moral 
hazard, since the root of the problem is the imperfect information of insurers about 
the behavior of the insured. 

In the "market place for accidents", this problem is compounded with the possi­
bility of ex ante "double moral hazard" (Lanoie, 1991). Indeed, a workplace accident 
not only depends on precaution levels of the worker but also on those of the firm. 
Therefore, the level of WC insurance may affect the (nonenforceable) precaution 
levels of the two parties. In fact, a rise of the level of insurance benefits gives oppo­
site incentives to both parties, at least when the firm is experience-rated by the insurer 
or is the insurance provider. It decreases the cost of an accident to the worker (induc­
ing less precaution), while it increases the cost of accident to the firm (inducing more 
precaution). As a result, ex ante double moral hazard does not necessarily lead to an 
underprovision of precaution by both parties. Whether or not it does depends not only 
on the substitutability or the complementary of the precaution levels of the two parties, 
but also on the chosen level of insurance (Lanoie, 1991). 

In such a context, can a government intervene to induce a Pareto improvement in 
the level of precaution? As in all cases involving misinformation problems, the answer 
to this question partly depends on the information the government has at its disposal. 
Technological constraints make the case of a government better informed that the 
private insurance sector unlikely. Therefore a more relevant question is whether the 
government, with no more information than the private sector, can improve welfare 
with publicly provided WC insurance. Lanoie shows, in contrast with Carmichael 
(1986), that the impact of a legislated increase in WC benefits does not necessarily 
lead to a welfare improvement. An explanation for the ambiguity is that, in 
Carmichael's approach, the probability of accidents depends only on the firm's safety 
expenditure while Lanoie's approach allows it to vary according to both workers' and 
firm's safety expenditure. 

The last type of misinformation concerns ex ante causality hazard and ex post 
duration hazard. When the insurer is not perfectly informed about the state of the 
world, an insured worker may take action in order to increase the level of his WC 
benefits. For instance, he may be encouraged to simulate injuries (e.g., Staten and 
Umbeck, 1982; Butler et aI., 1996; Bolduc et aI., 1997) or to file a claim that occurs 
off the job (e.g., Smith, 1989), especially in the case of hard-to-diagnose injuries such 
as sprains, strains and low back problems. He may also attempt to obtain a longer 
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period of recovery compensated by WC by exaggerating the severity of his injury or 
by investing resources in order to find and convince a physician to write an appro­
priate medical report (Dionne and St-Michel, 1991; Fortin and Lanoie, 1992). 

Theoretical models that take into account not only the standard ex ante injury 
hazard but also the ex post duration hazard and the ex ante causality hazard, show that 
usual WC insurance contracts are suboptimal when the last two types of moral hazard 
are present (e.g., Mookherjee and Png, 1989; Dionne and St-Michel, 1991). In par­
ticular, partial coverage insurance alone is not optimal. The standard approach sug­
gests to identify claims exhibiting predisposing characteristics toward falsification and 
then to subject these claims to auditing procedures. This approach is based on the 
application of the costly state verification framework (Townsend, 1979) to the context 
of insurance contracts (Kaplow, 1994; Bond and Crocker, 1997). It suggests that 
reports should be audited more extensively in the case of injuries that are hard-to­
diagnose, since ex post duration and ex ante causality hazards are likely to be more 
severe in that case. A basic problem with this solution is the intrinsical incapacity 
for the insurer to verify the nature of the injury. For example, in the case ofWC claims 
involving sprains or soft-tissue injuries, it is almost impossible for the insurer to 
obtain an accurate measure of the costs imposed to the claimant. Another approach 
that deals with this problem has been suggested by Crocker and Morgan (1998). They 
propose an ex ante insurance contract that mitigates the incentives for the falsification 
of claims. The basic idea is to reduce the sensitivity of the compensation to the 
observed (and, possibly, falsified) losses. The result is an efficient contract that 
provides overinsurance for small losses and underinsurance for severe injuries. Their 
approach provides simple but testable restrictions, that could in principle be tested 
with WC data. 

The above discussion suggests that, due to partial information concerning the risk 
of accidents and to the presence of a variety of informational asymmetries, the private 
labor and insurance markets are likely to fail to provide the optimal level of safety 
and the optimal allocation of workers across occupations. Moreover, our analysis of 
adverse selection suggests that compulsory WC insurance could improve welfare.5 

However, this does not imply that publicly provided WC is necessarily Pareto­
improving. While the goal of this social insurance may be to improve the potential 
market failures, our analysis suggests that it is not clear that it is necessarily the case. 
In publicly provided we, there is also a potential for moral hazard problems and other 
adverse incentives. It is thus important to analyze both theoretical and empirical 
impact of we on variables such as 1) the frequency, duration and nature of claims; 
2) the level of occupational wage rates and 3) the level of labor productivity. 

5 There is not much empirical evidence supporting the idea that adverse selection is of major concern 
in the "market of workplace accidents". Therefore, it is not clear that compulsory insurance will necessar­
ily increase welfare, since it may also impose costs on agents who are constrained in their choices by this 
policy. Also, as we mentioned, compulsory insurance is not the only way to deal with adverse selection. 
Besides, a merit good argument could partly justify this measure (especially if workers underestimate their 
true accident probability). 
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13.2.2 Theoretical Effects of we Insurance 

Effect on the Frequency, Duration and Nature of Claims 
This section analyses the theoretical impact ofWC insurance on both the occurrence 
(frequency and duration) of claimed accidents and their nature. These effects are cer­
tainly those that have been most studied in the economic literature on We. Moreover, 
we pay a particular attention to the impact of other social insurance programs such 
as unemployment insurance (UI) on these variables. Indeed, recent literature has 
shown that one is likely to observe a substitution between UI benefits and WC 
compensation. 

Effect on the Frequency of Claims 
A change in parameters of a WC program, such as the level of benefit coverage, will 
affect the frequency of WC claims through a number of incentive effects. Thus, for 
a given wage rate and a given level of safety expenditures by the firm, an increase in 
the level of WC benefits will induce workers to reduce their accident-preventing 
efforts and it may lead them to report false accidents or accidents that occurred off 
the job. These factors will tend to raise the number of reported accidents. Moreover, 
not all workers who are injured on the job report their accident to the WC Board, since 
there are various costs associated with filing for WC benefits. These costs include the 
value of time and resources needed to see a doctor and to fill up requested forms, the 
costs associated with the probability of being controlled and to have to undertake other 
medical examinations. An injured worker will do so only as long as the expected mar­
ginal benefits of filing a claim exceeds its marginal cost. Therefore, one should expect 
incentives to report workplace accidents to be positively related with the WC benefit 
level, especially in the case of minor injuries (Krueger, 1990a). 

On the other hand, as long as WC benefits are at least partially experience rated 
at the firm level, an increase in benefit coverage will raise a firm's costs associated 
with its own accident experience. Therefore, employers will have more incentive to 
spend resources on safety prevention, for a given level of accident-preventing effort 
from its employees. Moreover, higher benefits will increase employers' incentive to 
challenge claims. These effects will reduce the number of (accepted) claims. 

From this analysis, it is clear that the impact of a change in WC benefits on the 
frequency of claims is ambiguous since, ceteris paribus, it creates safety and report­
ing incentives working in opposite directions for employers and employees. More­
over, the net result depends on the degree of complementary or substitutability 
between safety efforts of each party as well as on the nature of the labor contract 
(Ehrenberg, 1988; Krueger 1990a; Lanoie, 1992a). Empirical analyses are required to 
resolve this ambiguity. 

Effect on the Duration of Claims 
Behavior of employers and employees not only influence the rate of reported injuries 
but also their duration. As discussed earlier, following an increase in the level ofWC 
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benefits, workers may have incentives to take action in order to obtain a longer period 
of recovery compensated by WC (ex post duration hazard). Indeed, a higher benefit 
level generates both substitution and income effects that induce an injured worker to 
increase his leisure (assumed to be a normal good) by prolonging his period on WC. 
Of course, this possibility is limited by the level of resources required to obtain the 
needed medical report. These costs reflect the probability of contestation and rejec­
tion of the physician's report. This may involve a costly and stressful process of exam­
inations by other physicians, of testimony in arbitrage, and possible delays in WC 
benefits payments (Fortin and Lanoie, 1992). Moreover, through their negative effect 
on the level of workers' safety efforts, higher benefits will also raise the duration of 
claims, as long as lower safety efforts increase not only the probability but also the 
expected severity of injuries. 

On the employers' side however, higher partially experience rated WC benefits 
will play in the opposite direction, by encouraging them to increase their safety expen­
ditures and by increasing their incentives to challenge claims. Again the net impact 
of higher benefits on the duration of claims is ambiguous and empirical studies are 
needed to shed light on this issue. 

Effect on the Nature of the Claims 
As discussed above, higher benefits may induce a worker to simulate injuries, to file 
a claim for injuries that occur off the job (as long as benefit coverage is more gener­
ous under WC than under disability insurance) or, given that he had a workplace acci­
dent, to obtain a longer period compensated by we. However, the costs of these 
actions for the worker will depend on the nature of accidents. Thus one should expect 
these costs to be smaller for accidents that are harder to diagnose. Therefore, higher 
benefits should not only influence the frequency and the duration of claims but 
also the nature of injuries compensated by we. In particular, they should increase the 
relative importance of reported hard-to-diagnose injuries. 

This suggests one way to isolate ex post duration hazard and ex ante causality 
hazard on the one hand, from ex ante injury hazard (effects on safety behavior) and 
from effects on reporting injuries occurring on the job, on the other. The idea is to 
verify whether higher benefit coverage induces more important effects, in terms of 
frequency and duration, on injuries that are hard-to-diagnose, such as back-related 
problems, in comparison with injuries such as contusions, friction burn or fractures, 
than are much easier to diagnose (Dionne and St-Michel, 1991; Bolduc et al., 1997; 
Fortin et al. 1999). 

Effect of Unemployment Insurance on Occurrence and Nature of Claims 
(Insurance Substitution Hazard) 
Many reasons may suggest the existence of a potentially strong interdependency 
in the effects of UI and WC programs. The basic reason is that, as emphasized by 
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Ehrenberg (1988), the structure of both programs are quite similar. In particular, both 
provide insurance against an adverse consequence (workplace injury or unemploy­
ment) that leads to time away from work. Therefore, as long as the risk of these events 
is partially determined by employer and employee behavior, one could expect behav­
ior in the labor market to be affected interactively by the characteristics of both 
systems. Thus as long as the worker's net wage replacement ratio provided by UI is 
smaller than the corresponding we benefit ratio, some workers suffering from a work­
place injury may, ceteris paribus, have incentives to take action in order to prolong 
their period of recovery, especially in industries where the level of unemployment is 
relatively high. Indeed, in these industries, many injured workers may expect to be 
unemployed and to receive UI benefits after their period of recovery. Moreover, 
workers who expect a period of unemployment (e.g., in seasonal industries) may 
have incentive to use fewer resources in attempting to prevent workplace accidents. 
In addition, some workers may be encouraged to shirk in order to increase their 
chances of receiving we rather than UI benefits. 

Fortin and Lanoie (1992) and Bolduc et al. (1997) have provided theoretical 
models that show, under plausible assumptions, that lower UI benefits will raise both 
frequency and duration of we claims, especially in the case of hard-to-diagnose 
injuries. 

Effect on Wage Rates 
A number of studies have theoretically analyzed the impact of we on the wage rates 
(Ehrenberg, 1988; Lanoie, 1990). As shown above, in a world of perfect competition 
with perfect information and public we, higher benefits that are perfectly experience 
rated would reduce wage rates so as to offset the increase in we costs. Total workers' 
remuneration (including the value, for workers, of more generous we insurance) 
would thus not be affected by the policy. In other words, the downward shift in the 
labor demand curve in a given industry would be offset by the downward shift in the 
corresponding labor supply curve. 

As long as the we system is not perfectly experience rated, the reduction of wage 
rates in high-risk industries or occupations would be larger than the increase in firms' 
we liability, while the contrary would be observed in low-risk industries. This will 
be the case if one takes into account the required increase in the portion of costs that 
are not dependent on firms' own accident experience to fund higher benefits (cross­
subsidizing effect). Therefore, the level of compensating wage differential would be 
reduced in favor of high-risk industries. 

Moreover, under asymmetrical information, workers in high-risk industries will 
have incentives to reduce precaution levels and to prolong the duration of their com­
pensated accidents. On the firms' side, incentives will play in the opposite direction. 
Therefore, the impact of moral hazard and reporting behavior is ambiguous on 
reported injuries and therefore on the wage rates. 
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Effect on Labor Productivity 
A theoretical and empirical literature is recently emerging on the effects ofWC insur­
ance on labor productivity. Butler et al. (1997 c), and Butler and Gardner (1994) 
present a model of management in which managers tend to use the disability system 
as a mean of getting rid of the less productive employees. They show that workers 
receiving disciplinary notices (i.e., those with "management" problems) are more 
likely to enter in disability status. Furthermore, Butler et al. (1999) argue that, as WC 
benefits increase, work absenteeism increases and firm specific human capital will be 
lost (holding labor and physical capital constant) and output will fall. 

13.3 EMPIRICAL WORK 

13.3.1 Studies on Frequency, Duration and Nature of Claims 

This section will present the empirical work that was done to investigate the differ­
ent effects of workers' compensation insurance. We will follow the same outline as in 
the preceding section. A first group of studies has examined the impact of changes in 
WC benefits on the frequency, duration and nature of claims, and the potential inter­
action between social insurance programs. 

Claim Frequency Studies 
Recall that, theoretically, the effect ofWC benefits changes on injury rates is ambigu­
ous; it depends on the relative magnitude of employee and employer responses to such 
changes. This question has been studied extensively in the North American context. 
Typically, the authors estimate an equation which relates the injury rate to a variable 
capturing the generosity of WC benefits and a set of control variable for aspects such 
as demographic characteristics of manpower, industrial sector, or unionization. All 
reported studies in Table 1 are either American or Canadian; many of them were actu­
ally performed by a team of researchers surrounding Richard 1. Butler and John D. 
Worrall. Table I reports the authors, the data used, the definition of the dependent 
variable, the definition of the benefit variable and representative benefits elasticities 
obtained for each study. 

A variety of data sources has been used in these studies: aggregate data at the 
state level (Chelius, 1977, 1982, 1983; Worrall and Appel, 1982; Butler and Worrall, 
1983; Ruser, 1985; Butler, 1994), data at the industry level (Butler, 1983; Bartel and 
Thomas, 1985; Curington, 1986; Worrall and Butler, 1988, 1990; Lanoie, 1992a, 
1992b; Lanoie and Streliski, 1996), data at the firm level (Chelius and Kavanaugh, 
1988; Ruser, 1991) and micro data at the individual level (Leigh, 1985; Krueger, 
1990a; Moore and Viscusi, 1990; Thomason, 1993; Thomason and Pozzebon, 1995; 
Butler et aI., 1997). 
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438 Handbook of Insurance 

Most authors take the total number of claims to construct the injury rate used as 
the dependent variable, while some of them are interested in certain categories of 
injuries: most of the studies by Butler and associates distinguish between temporary 
total, permanent partial and permanent total disabilities; Moore and Viscusi (1990) 
distinguish between fatal and nonfatal injuries; Lanoie, (1992a), and Lanoie and 
Streliski (1996) distinguish between temporary and permanent disabilities, and 
Thomason (1993) only considers the permanent partial disability cases. These dis­
tinctions are often advocated to control for "reporting effects". Indeed, permanent 
disabilities or death cases are likely to have always been reported in the same fashion 
to WCBs through time, so that any detected effect of WC benefits would not be 
attributable to changes in the reporting behavior. 

The measure of benefits also varies across studies. American studies performed 
with data at the state level often use the wage replacement ratio prevailing for tem­
porary total disability cases. Butler, Worrall and associates use a measure of the wage 
replacement ratio expected on the basis of the wage distribution in each state (which 
accounts for the minimum and maximum insurable income).6 Studies with data at the 
industry level use the industry wage and the maximum insurable income to define a 
wage replacement ratio per industry (Curington, 1986; Lanoie, 1992a, 1992b; Lanoie 
and Streliski, 1996). Since they include data on people who had an accident and on 
people who had not, studies with micro-level data involve the calculation of potential 
workers' compensation benefits for each individual (instead of a representative or 
"averaged" individual, as the aggregated analyses do). 

Virtually all these empirical analyses, which use conventional regression tech­
niques, find that claims frequency increases as workers' compensation increases. This 
implies, in line with our theoretical discussion, that employee responses are stronger 
than employer responses. The results suggest that a 10 percent increase in benefits 
is associated with a 4 to 10 percent increase in claims frequency (with an average 
elasticity of about 0.6 across the various studies). These results do not seem to be 
influenced by the type of data used, and findings in Canadian studies, especially in 
Thomason and Pozzebon (1995) and in Lanoie (1992b), are in the same order of mag­
nitude. Interestingly, Butler (1983), Butler and Worrall (1983) and Worrall and Butler 
(1990), who consider three types of disability cases (temporary total, permanent 
partial and permanent total), all show that the estimated elasticity increases with the 
injury duration. 

The only study to report a negative and significant relationship between benefits 
and frequency is Moore and Viscusi (1990V They find that benefits increases do 
tend to decrease the number of fatal injuries. This result is not necessarily surprising 
since, for this category of claims, it is plausible that the employee response to benefits 
changes, as described above, may be dominated by employer responses. 

6 This measure is fully described in Butler (1983). 
7 Such a result is also present in a simulation exercise of Kniesner and Leeth (1989). 
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Among the limitations of these studies, one should first note that the use of aggre­
gate data at the state level in many American studies is debatable since it is probably 
difficult to account for all unobservable or difficult-to-quantify differences in state 
laws and program administration. This estimation strategy was probably appropriate 
in early studies when no other data source was available, but recently, most authors 
have turned themselves to more disaggregated data. Second, most of these studies fail 
to consider in their specification other institutional aspects that could influence work­
place safety like experience rating and safety regulation. There are some exceptions: 
Ruser (1985) controls for experience rating, Bartel and Thomas (1985), and Curing­
ton (1986) account for OSHA 8 activities, while Lanoie (1992a, 1992b) and Lanoie 
and Streliski (1996) control for both experience rating and "OSHA-type" safety reg­
ulations. Interestingly, Ruser (1985), Bartel and Thomas (1985), and Lanoie (1992a) 
find lower elasticities than in the rest of the literature: 0.35 for Ruser and non­
significant results for Bartel and Thomas (1985) and Lanoie (1992a).9 Omitted vari­
ables problem exists also with other employee benefit programs in effect (provision 
of sick days, existence of employer provided short-term and long-term insurance- in 
addition to WC), and the relative generosity of these programs. Third, as discussed in 
the theoretical section, from a policy point of view, it is important to distinguish 
between legitimate changes in injury rates following increases in WC coverage 
(the reporting effect), and changes that could reflect an abusive use of the system. 
Therefore, the question of moral hazard is crucial in this debate. 

Duration Studies 
Generally, the severity of injuries is proxied by the duration of claims (average dura­
tion at the state or at the industry level, and actual duration at the individual level). 10 

Theoretically, the impact of benefits changes on severity rates is ambiguous for the 
same reasons given at the beginning of the preceding section and because, at the 
aggregate level, changes in benefits may result in a change of the mix of injuries, 
leading to a different average duration. For instance, if higher benefits lead to an 
increase in the reporting of small injuries that would otherwise have gone unreported, 
the average severity in a state, or in an industry, may decline without any real improve­
ment in workplace safety. 

As one can see from Table 2, again, the research on this question has been mainly 
done in North America. Fewer studies are available than for claim frequency, and they 
tend to be more recent. This could partly explain why most of them have been per­
formed with individual data. Certain studies examine the duration of all claims as 
their dependent variable (Krueger, 1990b; Lanoie, 1992a, 1992b; and Lanoie and 
Streliski, 1996; Meyer et aI., 1996), but a number of them are based on specific 

8 OSHA: Occupational Safety and Health Agency. 
9 Lanoie (I 992b)'s results are in the range of the rest of the literature, while Curington does not report 

his elasticity estimates. 
10 Butler et al. (1997) use the cost per claim as a measure of severity. 
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categories of claims: Butler and Worrall (1985); Worrall and Butler (1985); and Butler 
and Worrall (1991a) consider low-back injury claims, while Johnson and Ondrich 
(1990), Curington (1994) and Johnson et al. (1995) are using permanent partial dis­
ability claims. The rationale for focusing on different types of injuries is not always 
clear. For instance, Butler and Worrall (1991a) choose the low-back claims "in order 
to minimize the impact of unobservable heterogeneity due to differences in the type 
of claim, or in the administration of a claim" (p. 164). Curington (1994) chooses 
permanent partial disabilities to complete the picture since most studies are based on 
temporary total claims. The measures of we benefits used in these studies are very 
similar to those in the claim frequency studies. 

Concerning the estimation technique, most authors use simple regression models 
to estimate the impact of WC parameters. However the basic problem is that these 
parameters may be correlated with other unobservable explaining variables. As well 
known, OLS estimators will be inconsistent in this case. For instance, introducing 
a simple dummy variable to assess the impact of a reform in the WC system will 
produce a biased estimator as long as the reform is correlated with unobserved vari­
ables that vary over time. To deal with this problem, certain authors have based their 
analysis on "natural experiments" (Curington, 1994; Meyer et ai., 1996; Butler et aI., 
1997a). This approach can be used when the data allow to distinguish between a treat­
ment group (who has been affected by a reform) and a control group (who has not). 
The natural experiment approach typically uses difference (treatment group vs control 
group) in means differences (post-reform vs pre-reform) estimates. Under standard 
assumptions (including the basic one that the reform does not influence the sorting 
of individuals between the two groups), this "difference-in-differences" estimator will 
be consistent. 

Recently, many researches focusing on the duration of claims have used hazard 
models. As explained in Kiefer (1988), these models are based on conditional prob­
ability (e.g., the probability of an individual leaving WC in the tenth week, given 
that he has been absent nine weeks). Without entering in all the technical details, it 
is commonly accepted (e.g., see the discussion in Meyer, 1990) that hazard models 
are superior to regression analysis to investigate spells duration, especially when time­
dependent covariates are relevant (changing benefits over the duration of a claim) and 
when spells are left- or right-censored. 

The principal finding of these studies is that the duration of disabilities varies 
directly with WC benefits. The benefit elasticity in these studies is about 0.2 to 0.5, 
with certain outliers (Johnson and Ondrich find an elasticity around 1, while Krueger's 
(1990b) results are in the 1.5-2 range). 

Among the methodological issues and possible limitations related to this work, 
one should note again that most of these studies fail to consider in their specification 
other institutional aspects that could influence safety. Another more technical issue is 
the assumed parametric form of the baseline hazard in studies using hazard models. 
Most previous work in this area has relied on parametric methods, which assume, 
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despite a lack of theoretical support, a specific form for the baseline hazard (e.g., 
Weibull). Only Fortin et al. (1999) (to be discussed in details in the next section) use 
the mixed proportional hazard model devised by Meyer (1990) that does not impose 
a parametric form on the baseline hazard. Another important issue is related to unob­
served heterogeneity. As is well known, ignoring unobserved heterogeneity may lead 
to a dynamic selection bias in the parameter estimates and in the estimate of the base­
line hazard. For example, as time goes by, it is possible that workers who do not return 
to the labor market after an accident are those with an intrinsic bad health condition. 
If one does not account for this unobserved heterogeneity, one may end up with the 
false impression that the hazard declines through time. A convenient and commonly 
used distribution for the random variable reflecting unobserved heterogeneity is the 
gamma, but there is no consensus on the best distribution to adopt. 

Studies Related to the Nature of Claims 
As discussed above, problems of moral hazard, which arise when informational asym­
metries are used for personal gain, are of different types. First, Butler and Worrall 
(1991 b) develop an approach that allows one to distinguish between certain of these 
types (the studies presented in this section are summarized in Table 3). Their approach 
can be summarized in the following way: Assume that all workers receiving we are 
being paid the maximum weekly benefit for wage replacement. If the WeB raises this 
maximum by 10 percent, the total value of benefits will increase, ceteris paribus, by 
10 percent (the actuarial effect). If, instead of a 10% increase, we observe a 15% 
increase in total benefits paid, the extra 5% might be expected to have arisen from 
two effects: workers and firms may have changed their level of prevention (the "risk 
bearing effect" which is equivalent to the ex ante injury hazard we defined earlier), 
and/or workers may have made more claims, for longer periods etc. (the "claims 
reporting effect", which is a combination of the ex post duration hazard, the ex ante 
causality hazard and the claims reporting effect we defined earlier). 

Butler and Worrall argue that evidence concerning the relative impacts of these 
two effects can be obtained by investigating the responsiveness of we payments to 
changes in the wage-replacement benefit rate. If it is assumed that there is no claims 
reporting effect on medical expenses-workers have no reason to claim medical 
expenses, so an increase in wage-replacement should not produce additional medical 
claims-any change in medical claims which follows an increase in wage­
replacement must have arisen from the risk-bearing effect. 

They tested this hypothesis using data from 33 states during the period 1954-1981 
and found that a 10 percent increase in benefits led to a 13.2 percent increase in total 
benefits paid for wage replacement and to a 3.6 percent decrease in medical expenses. 
They conclude from this that the risk bearing effect was -3.6% and that the claim 
reporting effect was +6.8% (if total claims increased by 3.2% more than the acturial 
effect, when the risk bearing effect suggested that they should have decreased by 
3.6%, then the claim reporting effect must have been 3.2 + 3.6 = 6.8). Aiuppa and 
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Trieshmann (1998) used the same approach in the French context with aggregate data 
from 16 regional offices of the Caisse N ationale for 1973-1991. Their results are close 
to Butler and Worrall's, showing a risk bearing effect of -0.90 and a claim reporting 
effect of 0.78, for an overall effect of -0.12 (which is said to be underestimated since 
the benefit variable used is a maximum instead of an expected value). 

This is an interesting approach. However, it depends crucially on the assumption 
that the claims reporting effect (as they define it) has no impact on medical claims, 
which could be debatable, especially if this effect leads to a change in the mix of 
injuries that are reported (this point will be discussed in more details below). 

Other authors have used more directly the nature of claims to detect the presence 
of moral hazard problems. A group of researchers has investigated how difficult-to­
diagnose injuries evolve with changes in benefits (ex ante causality hazard and ex post 
duration hazard). Given that each study has adopted a different approach, we have to 
discuss them in turn. 

Staten and Umbeck (1982) are the first to present evidence of moral hazard from 
the behavior of air traffic controllers. In the 1970s, these workers were covered by a 
disability program which, in case of a work-related claim, was providing them with 
a compensation equal to a fixed percentage of their pay (around 75% non-taxable) for 
the duration of the claim. Given the type of job of these people, an injury did not need 
to be physical; stress-related disorders that prevented the employees from working 
would qualify. Certain changes in the 1970s in the rules governing disability claims 
made claiming disabilities more attractive for controllers. The 1974 rule changes made 
monitoring false claims generally more complicated and made catching a fake stress­
related claim especially difficult. 

A controller who wanted to fake a claim for stress-related disability needed to 
show the disability was job-related to collect, and the examiners were directed to look 
for specific events that could have contributed to the stress. This created the incentive 
to manufacture on-the-job incidents that could have caused the stress. The natural can­
didate here was a "separation violation", in which planes for which the controller was 
responsible came too close to one another. Two sorts of separation violations are 
recorded: System Errors and Near Mid-Air Collisions. The former represents any vio­
lations of the standard separation requirements; the later are much more serious and 
directly life threatening. Because either sort of violation would do equally well for 
the purposes of filing a claim, a controller who did not want to cause unnecessary 
danger would be more willing to generate a minor violation than a near collision. And, 
in fact, the authors show that the number of System Errors jumped significantly after 
the 1974 change, but there was only a small, statistically insignificant change in the 
number of Near Mid-Air Collisions. 

Smith (1989) raised the possibility that workers' compensation may be paying for 
some off-the-job injuries. He argues that these injuries reported as work-related would 
probably be difficult to diagnose, relatively easy to conceal, and tend to be reported 
early in the shift, especially on Mondays. From a sample of about 57,000 injury cases 
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that occurred in 1978 and 1979 in seven states,11 Smith finds that of the three largest 
categories of claims, strains and sprains are reported earlier in the day. Moreover, the 
propensity to report strains and sprains earlier in the day is significantly increased on 
Mondays and on days following a three-day weekend. Smith estimates that 4% of 
strains and sprains are misrepresented as having occurred on the job. 

Card et McCall (1996) reexamine this question with a 10 percent random sample 
of "first reports" of injury filed with the Minnesota Department of Labor and Indus­
try between 1985 and 1989. Combining these administrative data on workplace injury 
claims with CPS data on medical insurance coverage, and using different estimation 
techniques, they are not able to show that workers with low medical coverage rates 
are more likely to report a Monday injury than other workers. They conjecture that 
the "Monday effect" may be a consequence of the return to work after a "week end 
hiatus". 

Derrig (1997) proposes a more direct test of the "Monday effect" in light of 
recently available data from the Insurance Fraud Bureau (IFB) of Massachusetts. Sum­
marizing WC claims and taking accepted IFB fraud referrals as proxies for fraud 
claims, he finds no significant difference in the distributions of each day of the week, 
even adjusting for days after holidays. Similar empirical distributions are consistent 
with the hypothesis of elevated true claim injuries on Mondays, and their accompa­
nying fraud level. Similar distributions are not consistent with the off-the-job injury 
explanation of the Monday effect. 

In a recent paper, Ruser (1998) reactivates the debate. Using a survey of 38,402 
cases conducted by the BLS, finds that more generous wage replacement and the 
workers' choice of doctor do raise the probability that any of injury is reported on 
Monday (or the day after a long weekend) relative to other week days. 

Dionne and St-Michel (1991) investigate the presence of moral hazard by looking 
at the variation in days on WC for injuries with difficult-to-diagnose conditions rela­
tive to those with less difficult-to-diagnose conditions. They split injuries into two 
dimensions based on injury severity (minor versus major injuries) and whether the 
condition was easy or more difficult to diagnose. Like Smith, they reason that moral 
hazard responses will be greatest for the difficult-to-diagnose injuries: lower back pain 
(minor injury) and spinal disorder (major injury). Their analysis is based on a change 
in Quebec coinsurance parameters occurring in 1979. They consider a sample of about 
5,000 injury cases (half before the change and half after). Their OLS estimates show 
that, as insurance coverage increased in 1979, days spent on difficult-to-diagnose 
claims rose significantly more than did claims with easy diagnosis. They also find 
that, once the interaction with diagnosis difficulty was controlled, the 1979 shift had 
no independent effect on the average duration of claims. This means that most of the 
impact of the increasing generosity of the regime on durations came through an 
increase in days by those with difficult-to-diagnose injuries. 

II These states are: Colorado, Delaware, Montana, New York. North Carolina, Virginia and Wisconsin. 
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In the same vein, Johnson et al. (1998) explore how the probability to return to 
work after an injury is affected by the nature of the injury. They find that the disin­
centive effect of disability benefits on the probability of return to work is substantially 
larger for back cases versus non-back cases (-2.61 for back cases versus -1.64 for 
non"back cases)Y Ruser (1998) also reports evidence that a higher wage replacement 
rate and a shorter waiting period increase the fraction of hard-to-diagnose injuries rel­
ative to those that are easy-to-diagnose. 

Interestingly, Dionne and St-Michel's approach can be interpreted as a way to 
isolate the effect of moral hazard using a "natural experiment" methodology. The 
treatment group (workers with difficult-to-diagnose claims) incurs the same change 
of regime as the control group (those with easy-to-diagnose claims) but has not the 
same information problem. Basically, they introduce a dummy variable for whether 
the observation is after the reform, a dummy variable for whether the claimant belongs 
to the treatment group and an interaction variable of these two latter variables. The 
coefficient associated with the interaction variable is a measure of the ex post moral 
hazard effect of the reform and corresponds to a difference-in-differences estimator. 13 

A similar approach has recently been used by other researchers in the field (e.g., 
Bolduc et aI., 1997; Fortin et aI., 1999). 

Workers are not the only parties in the disability process that are sensitive to 
financial incentives. In this perspective, Butler et al. (1996) analyze the existence of 
behaviors associated with moral hazard from health care providers in U.S. HMOs 
(Health Maintenance Organization). HMOs are per capita payment programs in which 
physicians contract to meet all the health care needs of an individual (or a family) for 
an annual fee. However, they get paid on a fee-for-service basis for workers' com­
pensation injuries, on top of their per capita fees, and so are financially better off when 
they classify as many of their treatments as work related as possible. Physicians 
outside HMOs face different payment systems: fee-for-service doctors get paid the 
same for treating a broken bone arising from an accident at home as they do for the 
same type of break occurring on the job. 

This leads to the hypothesis that, as HMO coverage expands, relatively more 
sprains and strains are expected because these are difficult-to-diagnose injuries. To 
test this hypothesis, they use a database on the types of we claims across states and 
over time (15 states for the time period 1980-1989). Estimations are done with a 
multinomiallogit model in which they assume that the typical worker may experience 
one of five states: 1) no injury; 2) sprains and strains (including low back); 3) lacer­
ations and contusions; 4) fractures and crushing injuries; and 5) all other types of 
injuries. The elasticities for the replacement ratio indicate that a 10% increase in 
benefits leads to a 1.25% increase in sprains and strains. A 10% increase in the 

12 These are estimated coefficients in a logit. 
13 Dionne (1998) and Chiappori (1999) provide a useful discussion which emphazises the interest of 

exploiting natural experiments of this kind to obtain consistent estimates of moral hazard effects. See also 
the two chapters by the same authors in this book. 
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proportion of the population covered by HMOs leads to about a 0.8% increase in the 
proportion of strains and sprains. 14 

Interaction Between Social Insurance Programs 
Fortin and Lanoie (1992) examine indirectly the presence of moral hazard behaviors 
(insurance substitution hazard) through the interaction between we and unemploy­
ment insurance (UI). In particular, they argue that, since we is in general more gen­
erous than UI (which is the case in most industrialized countries, see Lanoie, 1994), 
workers about to be laid-off may have incentives to reduce their prevention efforts so 
as to benefit from we instead of UI. Workers suffering from a workplace accident 
may also be tempted to take action in order to obtain a longer period of recovery com­
pensated by we, especially if they know that they would be laid-off when returning 
on the labor market. These arguments lead to the following theoretical predictions: 1) 
an increase in the wage replacement rate under we should lead to a higher frequency 
and/or longer duration of claims; 2) an increase in the wage replacement rate under 
UI should have the converse effect. 

They tested this hypothesis with a pooled time-series and cross-section database 
at the industry level (30 Quebec industries covering the period 1974-1987). They find 
that a raise of 1 % in we benefits leads to an increase of the average duration of acci­
dents in the 0.9-1.4% range, while an increase in UI payments reduces the average 
duration of accidents with an elasticity in the 0.5-0.7 range. The results with respect 
to injury frequency are not conclusive. 

The moral hazard problem described above is more likely to be important when 
injuries are difficult-to-diagnose (e.g., low-back injuries) and in industries where the 
level of unemployment is such that many workers may expect to be unemployed and 
to receive UI benefits after their recovery. This is the case in seasonal industries such 
as the Canadian construction industry, which is less active during winter because of 
weather constraints. 

Fortin et al. (1999) estimate the effect of we and UI benefits on the expected 
duration of claims using a unique panel data set allowing them to investigate more 
fully the issues that we just raised. The database is composed of longitudinal we 
administrative micro-data on more than 30,000 workers in the Quebec construction 
industry for the period 1976-1986. For the empirical work, they use a mixed propor­
tional hazard model, devised by Meyer (1990), that does not impose a parametric form 
on the baseline hazard and that takes unobserved heterogeneity into account using a 
gamma distribution. They find that, for hard-to-diagnose injuries, an increase of 1 % 
in the generosity of we is associated with an increase of 0.71-1.09% in the expected 
spell duration, while the elasticity with respect to UI benefits is -0.54 (a result similar 
to that found in Fortin and Lanoie, 1992). Furthermore, the fact that an accident occurs 

14 Note also that Butler et al. (1997b) investigate the impact of the rapid expansion of HMOs in the 80's 
on the claim cost per employee. Their results are inconclusive and depend on the inclusion or not of state 
dummy variables. 
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in December rather than in July (December corresponds to the end of the construc­
tion season for most workers) induces an increase of 21.2% in the expected duration. 
This is another piece of evidence that there is substitution between we and VI in the 
construction industry. 

Bolduc et al. (1997) extend this work to show that we insurance may affect the 
composition of reported occupational injuries. Based on an expected utility frame­
work, their theoretical model predicts that, under reasonable assumptions, an increase 
in the we wage replacement ratio (or a decrease in the VI wage replacement ratio) 
leads to a larger increase in the probability of reporting a difficult-to-diagnose injury 
than in the probability of reporting an easy-to-diagnose injury. The initial database 
used in this study is the same as the one used in Fortin et al. (1999). The parameters 
of the model are estimated using a three alternative multinomial probit framework 
with random effects. IS Their results confirm their predictions. In particular, the impact 
of an increase in the we replacement ratio on the probability of accidents ranges (in 
terms of elasticity) from 0.83 to 1.45 for difficult-to-diagnose injuries and from 0.72 
to 1.03 for easy-to-diagnose injuries (for the period 1979-1986). Furthermore, the 
impact of an increase in the VI ratio ranges (in terms of elasticity) from -1.93 to 
-2.32 for the difficult-to-diagnose injuries, and from -1.20 and -1.47 for the easy­
to-diagnose injuries. In line with these results, they also show that the probability to 
report a difficult-to-diagnose injury is significantly greater in winter (the dead season 
in the construction industry) than in other seasons. 

13.3.2 Wage Effects 

Another current of empirical literature is investigating the question: who actually pays 
for workers' compensation?16 In particular, is it possible that the cost of workers , com­
pensation be shifted, completely or partly, to workers through lower wages? As dis­
cussed above, this question can be analyzed through conventional labor demand and 
supply curves. we is a form of payroll tax that shifts down labor demand, resulting 
in a lower wage at the new equilibrium. The magnitude of the wage change depends 
on the relative elasticities of labor demand and supply. Another approach is to con­
sider that the existence of workers' compensation has some value for workers that 
could lead them to accept lower wages. Specifically, the existence of we may mean 
lower risk premia (or compensating wage differentials) for risky jobs, which would 
also entail a wage reduction. As discussed earlier, given the level of experience rating, 
this impact could vary across low and high-risk industries. 

We have identified six empirical studies that have investigated the relationship 
between we costs and wage levels. They are summarized in Table 4. In general, they 
use, as their dependent variable, a conventional measure of the wage (like the after-

IS The empirical approach is actually an extension to panel data of the approach developed in Bolduc 
et al. (1996) and Bolduc and Ben-Akiva (1991). 

16 For an excellent survey, see Chelius and Burton (1995). 
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tax weekly male wage of production employees; Butler, 1983). The workers' com­
pensation variable is either a traditional measure of workers' compensation benefits, 
as those described above, or a measure of workers' compensation costs (e.g., Dorsey 
and Walzer use the rate paid for we liability expressed in dollars per $100 of payroll, 
Kaestner and Carroll (1997) use a measure of WC benefits that include medical 
benefits). Most authors (except Butler, 1983) have used micro data at the individual 
level, and some of them have focused on workers in risky jobs (e.g., Gruber and 
Krueger, 1991, use data from a national sample of individuals in five high-risk 
jobs: carpenters, truck drivers, nonprofessional hospital employees, gasoline station 
employees, and plumbers.) 

In general, the results show substantial impacts of workers' compensation on 
the wage (except for Butler, 1983). Dorsey and Walzer (1983) find that, for every 1 
percent increase in workers' compensation costs, wages decline by 1.4 percent. Moore 
and Viscusi (1990) conclude that higher compensation benefits, from the employer's 
perspective, more than pay for themselves. Gruber and Krueger (1991) show that 86% 
of workers' compensation costs are shifted onto workers in the form of lower wages. 17 

Kaestner and Carroll (1997) find that a I % increase in benefits leads a 0.78% decrease 
in wage. 18 

As one limitation of this literature, one should note that the authors have little to 
say on why the impact would be so strong. As put by Chelius and Burton (1995, 
p. 157) "the conclusion that higher workers' compensation costs could be more than 
compensated by lower wage is a radical one that, undoubtedly, will be sharply con­
tested by many members of the workers' compensation community". 

13.3.3 Labor Productivity Effects 

As mentioned earlier, a recent literature has focused on the effect ofWC on labor pro­
ductivity. In particular, Butler et al. (1997c), and Butler and Gardner (1994) have 
tested the hypothesis that managers partly get rid of their low productivity workers 
through the WC program. Butler et al. (I997c) show that workers receiving discipli­
nary notices (i.e., those with "management" problems) are much more likely to enter 
in disability status. A notice increases the probability of filing a claim from about 12 
to 15 percent. 

Moreover, Butler et al. (1999) test the hypothesis that higher WC benefits reduce 
labor productivity through its impact on absenteeism and firm specific human capital. 
For this matter, they use a database covering 14 U.S. manufacturing sectors from 1980 
to 1991. These data include information on value added, employment, capital, we 

17 In the same vein, Gunderson and Hyatt (1996) present evidence on the extent to which injured workers 
in Ontario (1979-1988) paid, through lower wages, for "reasonable accommodation" requirements designed 
to facilitate their return to work after their injury. 

18 These authors also explore the impact of we insurance market regulation on wages. They find that 
wages are higher in states with deregulated we insurance. 
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benefits and specific human capital. These two last aspects are crucial in their analy­
sis. Benefits are measured by the total amount of WC benefits paid in the industry 
divided by the total payroll, a measure that displays little variability in the sample. 19 

As a proxy of firm specific capital, they use the "average job industry specific job 
tenure of employees" from the CPS. Assuming that output follows a Cobb-Douglas 
process, estimations are made in which value added is regressed on employment, 
capital, tenure, benefits and an interaction term between tenure and benefits. The 
estimated implied elasticities are ranging from 0.05 to 0.3. These results (especially 
those in the upper range) are a bit surprising since the benefits measure displays little 
variability. This suggests that the database used is probably not the most appropriate 
one to study this phenomenon.2o 

13.4 CONCLUDING REMARKS AND POLICY DISCUSSION 

To our knowledge, this survey is the first one to cover extensively the theoretical and 
the empirical work that was done on the incentive effects related to the existence of 
workers' compensation in the North American context. Three types of effects have 
been distinguished: 1) Through various incentive effects (ex ante and ex post moral 
hazard, substitution between WC and unemployment insurance, reporting incentives) 
WC may affect the frequency, duration and nature of claims; 2) WC may induce 
changes in the wage level and 3) WC may affect firms' productivity. So far, the liter­
ature has focused on the first type of effects. The main results have shown that 
increases in WC insurance are associated with an increase in the frequency of injuries 
(elasticities ranging from 0.4 to 1), and with an increase in the average duration of 
claims (elasticities ranging from 0.2 to 0.5). Furthermore, increases in WC are asso­
ciated with more reporting of injuries that are difficult-to-diagnose and, in the same 
line, there are some evidence (at least in Canada) of substitution between unemploy­
ment insurance and WC insurance. Lastly, there are empirical results showing that the 
presence of WC insurance induces important reductions in wage rates, while an 
emerging literature suggests that changes in WC insurance may also have negative 
productivity effects. 

For policy makers, our results raise the question of the appropriate rate of 
wage replacement provided by WC in case of workplace accident. Are the rates 
actually in place too high or too low? Pressure groups have their opinion which 
are probably irreconcilable. Unions want higher replacement rates, while business 
associations often criticize the great cost of workers' compensation insurance 
(although the results showing that WC cost is transferred to workers through lower 

19 Mean: 0.03 and standard deviation: 0.0098. 
20 They also tackle the question with state longitudinal data (1954-1991), but they no longer have infor­

mation on the capital stock (by state) and job tenure. 
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wages put this criticism in a different perspective). Of course, it is difficult to 
determine theoretically or empirically what is the optimal rate of replacement.21 The 
literature on moral hazard (e.g., Arnott, 1991) only tells us that the replacement rate 
should be less than 100%! 

Should policy makers be worried by the empirical results showing that increases 
in WC are associated with increases in the level of workplace risk (duration and fre­
quency of injuries)? Not necessarily, as discussed earlier, these results indicate that 
employees response to changes in WC are stronger than employer responses. This is 
a likely outcome if experience rating is not pervasive, which seems to be the case in 
most jurisdictions, especially for small firms. This could suggest that further increases 
in WC replacement rate should be accompanied by more intense experience rating if 
one wants to control total WC costs. One should recognize, however, that movements 
in that direction are not likely; for instance, five Canadian provinces have reduced 
their WC replacement rates within the last five years. 

More worrying are the results of the studies related to moral hazard. In relation 
with these results, one should note that U.S. WC costs, as a percent of payroll, rose 
from 1.96 in 1980 to 2.36 in 1990, a 19% increase in the real costs of U.S. workplace 
accident insurance. At the same time, real benefits increases were modest, and work­
place fatalities-presumably a good proxy for job safety-fell steadily from 13 per 
100,000 to 9 per 100,000 by 1990,22 which means that it is unlikely that the increased 
costs are attributable to more dangerous workplaces. One relatively unexplored expla­
nation of this cost trend is the change in the mix of claims reimbursed. This expla­
nation is somewhat supported by the results indicating that increases in WC insurance 
are associated with more difficult-to-diagnose injuries (soft-tissue injuries and low­
back pain) and longer duration of such claims. 

In fact, the results presented above could suggest that more resources should be 
devoted to the screening of the difficult-to-diagnose claims, especiaUy those arising 
on Mondays, those that are treated by an HMO physician, and those occurring in a 
period surrounding a lay-off. One should keep in mind, however, that if the efficiency 
cost of detection (medical exams, litigation etc.) is larger than the efficiency cost of 
moral hazard, then it might not be optimal to put more resources in detection. In fact, 
as long as there is no major improvement in the way physicians can detect these types 
of injury (especially low-back pain), it is clear that behaviors associated with moral 
hazard will persist. 

The issue of substitution between UI and WC investigated by three Canadian 
studies raise the question of the optimal gap between the wage replacement rate under 

21 There is some work on the optimal replacement rate provided by unemployment insurance (for 
instance, see Hansen and Imrohoroglu, 1992). Viscusi and Evans (1990). through an estimation of state­
dependent utility functions, present a calculation showing that, in the U.S., the optimal rate of income 
replacement under we is 0.68 of the gross wage. However. their analytical framework does not account 
for moral hazard. 

22 These figures are taken from Butler et al. (1996). 
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VI and that under We. From the moral hazard literature, one can make the argument 
that, because abusing from WC (finding an accommodating physician etc.) is proba­
bly more difficult than abusing from VI, the insurance coverage should be lower for 
VI than for WC. However, there is no study on the optimal gap between the generosity 
of the two regimes. Lanoie (1994) provides a comparative analysis of the WC and VI 
systems in 14 OECD countries. It turns out that Canada is one of the countries (with 
Australia) where the gap between the generosity of the two regimes is the largest. 
This suggests that actions reducing this gap (reducing WC insurance coverage or 
increasing the generosity of VI) may be warranted. 

Lastly, another worrying finding is that of Butler et al. (1999) showing that 
increases in WC benefits are associated with lower productivity. However, as discussed 
above, more research on this issue is certainly required before we have a clear picture 
of the links between WC benefits and productivity. 
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14 Experience Rating through 

Heterogeneous Models* 
Jean Pinquet 

University Paris X-Nanterre 

This paper presents statistical models which lead to experience rating in insurance. 
Serial correlation for risk variables can receive endogeneous or exogeneous explana­
tions. The paper recalls that the main interpretation for automobile insurance is 
exogeneous, since positive contagion is always observed for the number of claims 
reported and since true contagion should be negative. This positive contagion can be 
explained by the revelation throughout time of a hidden features in the risk distribu­
tions. These features are represented by heterogeneity components in a heterogeneous 
model. Prediction on longitudinal data can be performed through the heterogeneous 
model, and the paper provides consistent estimators for models related to number and 
cost of claims. Examples are given for count data models with a constant or time­
varying heterogeneity components, one or several equations, and for a cost-number 
model on events. Empirical results are presented, which are drawn from the analysis 
of a French data base of automobile insurance contracts. 

Keywords: Observed and real contagion, overdispersion, fixed and random effects 
models, Poisson and linear models with heterogeneity, experience rating. 
JEL Classification Numbers: C13, C14, C23, C25, C30, G22. 

14.1 INTRODUCTION 

The assessment of individual risks in non life insurance raises problems which occur 
in any statistical analysis of longitudinal data. An insurance rating model computes 
risk premiums, which are estimations of risk levels, themselves expectations of risk 
variables. These variables are either numbers of claims or are related to their severity 
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Mac Fadden, and from comments of Jerry Hausman and Jean Lemaire on related papers. Financial support 
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(the cost of the claim, or the duration of a compensation). The risk levels assessed in 
this paper are the frequency of claims, the expected cost per claim and the pure 
premium, which refers to the expected loss or to its estimation. 

Owing to the difficulty to maintain cross subsidies between different risk levels 
in a competitive setting, the design of a fair rating structure is a major concern for 
actuaries. A risk premium may depend on the rating factors of the current period (think 
of the type of car, the occupation of the policyholder, the geographical area for auto­
mobile insurance), but also on the past. An a priori rating model uses only the present 
rating factors for risk assessment. The allowance for the history of the policyholder 
in a rating model derives from interpretations of serial correlation for longitudinal 
data which can be summarized in the following way. 

Within an endogeneous framework, the history of individuals modify their risk 
levels. Statistical literature uses the terms "true contagion" (referring to epi­
demiology), or "state dependence". A car accident may modify your perception 
of danger behind the wheel, and lower your risk level as a policyholder. Actual 
insurance rating schemes often provide incentives to careful driving (see Section 
14.1) and should induce negative contagion. 
If an exogeneous approach is retained, serial correlation for risk variables is seen 
as only apparent, and results from the revelation of hidden features in the risk dis­
tributions. Think for instance of annual mileage, and of features of the behaviour 
which do not depend on the history. This unobserved heterogeneity can be rep­
resented by a heterogeneity component in the distributions of a statistical model. 

For a heterogeneous model, the heterogeneity component is the realization of a 
random variable. This model with random effects provides distributions for generic 
individuals (see Section 14.3), whereas the distributions for real individuals belong 
to a model with fixed effects. The distributions of the heterogeneous model are mix­
tures of distributions in the a priori rating model. 

Once estimated, the heterogeneous model can be used to perform prediction on 
longitudinal data. It allows experience rating in insurance (see Lemaire (1985, 1995), 
Dionne and Vanasse (1989, 1992), Pinquet (1997a». In a Bayesian setting, the pre­
diction is derived from the expectation of a random effect with respect to a posterior 
distribution. This distribution takes into account the history of the individual, and so 
does the prediction, although serial independence is assumed for the actual distribu­
tions. The history of the individual is viewed here as revealing the unobserved 
heterogeneity. 

A "bonus-malus" coefficient derived from such a model estimates the ratio of 
expectations of a random effect with respect to priorI and posterior distributions. This 

I The distribution is prior to the individual, but not to the data. We follow a frequentist approach, and 
we estimate the mixing distribution on the whole sample. 
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coefficient grants a credibility to the history of the policyholder in the assessment of 
its risk level. Linear credibility predictors can also be obtained from a linear regres­
sion derived in the model with random effects (Biihlmann (1967, 1970)). In that case, 
predictors can often be derived from estimated moments ofthe random effects, regard­
less of a parametric specification for the mixing distribution. The links between het­
erogeneous models and prediction on longitudinal data are presented in Section 14.4, 
and examples are given for models related to number and cost of claims. 

Prediction of risk levels can also be obtained from the "credibility models" used 
by actuaries. For a long time, they performed experience rating from a weighted 
average between the global and the individual claim history (see Mowbray (1914), 
Whitney (1918)). The weight granted to the individual was named a "credibility coef­
ficient", referring to the credibility that could be given to the history of the policy­
holder. Bailey (1945) and Biihlmann (1967) related experience rating in insurance 
with Bayesian models. 

The story which is told here to obtain predictors is purely exogeneous. However, 
endogeneous effects do exist in insurance. In Section 14.5, we develop two points 
connected with indentifiability and predictability. On one hand, it is very difficult to 
disentangle exogeneous and endogeneous explanations of serial correlation for lon­
gitudinal data. Observed contagion on risk variables results from apparent contagion 
(which reveals unobserved heterogeneity), and from real contagion. If an information 
allowing to differentiate real contagion effects among individuals is not available, you 
cannot hope to estimate the two components of observed contagion. On the other hand, 
predictors depend on observed contagion, but not on its nature. 

A major difficulty for statistical inference on heterogeneous models is that 
their likelihood does not have a closed form in most cases. Nevertheless, Poisson and 
linear models with heterogeneity can be consistently estimated from residuals com­
puted in the a priori rating model. The method is presented in Section 14.7, and exam­
ples are given in Section 14.8 for count data models with constant or time-varying 
heterogeneity components, one or several equations, and for a cost-number model on 
events. The key result is the following. A risk premium of a policyholder, computed 
in the a priori rating model, converges towards the risk level of the related generic 
individual if the data generating process belongs to the model with random effects. 
This result holds whatever are the values of the rating factors and of the mixing 
distribution. 

The models estimated in Section 14.8 address the following issues. 

The allowance for the date of claims in the prediction of their frequency. 
The prediction of risks for stratified portfolios (e.g., each stratum is the set of 
contracts subscribed by a company). 
Suppose that individuals are observed at different levels. Think for instance about 
the number and cost of claims, numbers of claims of different types, and events 
which are not claims like offences against the highway safety code. A multi equa-
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tion model with a joint distribution for the random effects performs prediction 
from the history observed on all the equations. 
As an example, a cost-number model on claims leads to a bonus-malus system 
for the pure premium (the expected loss). The bonus-malus coefficients will 
depend on the number of claims reported, the frequency premium, and on the 
relative severity of the claims. 

Lastly, empirical results are presented in Section 14.9, which are drawn from the 
analysis of a French data base of automobile insurance contracts. 

14.2 TARIFF STRUCTURES AND EXPERIENCE RATING SCHEMES 
IN THE INSURANCE INDUSTRY 

There is a trend towards deregulation in the insurance industry, but compulsory bonus­
malus systems are still in force in Europe (except in Spain, Portugal and United 
Kingdom). Within this framework, an insurance premium is the product of a basic 
premium and of a bonus-malus coefficient. The bonus-malus coefficient usually 
depends on the history of claims at fault. For a given period, this coefficient is derived 
from a transition table between the preceding coefficient and the number of claims 
reported during the last period (see Lemaire (1995) for numerous examples). 

Let us consider for instance the rules of computation for bonus-malus coefficients 
in France. A new driver begins with a bonus-malus coefficient equal to one, and this 
coefficient is equal to 0.95 after one year if no claim at fault is reported. The coeffi­
cient is equal to (1.25)" if n claims at fault are reported during the first year, and is 
bounded by 3.5. The same rules are applied later to the new coefficient. Besides, there 
is a lower bound of 0.5 for the coefficient. If the bonus-malus coefficient is equal to 
0.95, you have a five percent bonus, whereas a claim at fault entails a twenty five 
percent malus. In this example, the bonus-malus coefficient is roughly an exponen­
tial function of the number of claims at fault, if you forget the other features of the 
system. In other countries, the average coefficient after a given number of years is 
usually a convex function of the number of claims. 

In situations of complete deregulation, actuaries often compute premiums from 
models which use rating factors and features of the history as regression components. 
The French bonus-malus system could more or less be obtained in this way, if you 
retain the lagged number of claims as a regression component. 

The optimal bonus-malus systems described in this paper compute coefficients 
which are equal to one on average whatever are the rating factors. This fairness prop­
erty is not fulfilled by bonus-malus systems such as the French one. If the boni and 
mali do not depend on the frequency of claims, the average bonus-malus coefficient 
increases with the frequency. 
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Fairness in the rating structure is made necessary because of the difficulty to main­
tain cross subsidies between different risk levels in a competitive setting. Hence, risk 
premiums are usually seen as estimations of expectations of risk variables conditional 
on an information available to the insurance company. A question is raised about the 
private or public nature of this information. Insurance companies are not forced by 
competition to use private information on their policyholders in their rating structure. 
A compulsory bonus-malus system makes this information partly public, since it 
provides a summary of the policyholder's behaviour which can be shown to every 
competitor of the insurance company. An information rent for insurance companies 
is then more likely to be created in a deregulation setting (see Kunreuther and Pauly 
(1985)). 

Actual bonus-malus systems always have a "crime and punishment" flavour. The 
events which trigger a malus are usually claims at fault. If a no-fault system is in force 
as in several states of the United States and in Quebec, claims at fault are often 
replaced in the experience rating scheme by offences against the highway safety code. 
You can also think of mixing the history of claims and offences in the rating struc­
ture. In the USA, insurers have direct access to records of the Motor Vehicles Divi­
sion. In states with a tort compensation system (i.e., fault is determined if the accident 
involves a third party), insurance companies use both types of events in their experi­
ence rating schemes. A speeding ticket related to more than fifteen m.p.h. above the 
speed limit entails the same penalty as an accident at fault, and so does failure to stop 
at a traffic light, or failure to respect a stop sign. The worst offence consists in over­
taking a school bus while its red lights are blinking. It is worth nine points, instead 
of five for the aforementioned events. 

14.3 MODELS WITH HETEROGENEITY: DEFINITIONS AND 
EXAMPLES OF INTEREST FOR INSURANCE RATING 

14.3.1 Definitions 

The starting point is a model (subsequently called "basic model") on the observable 
information. Its likelihood with respect to a dominating measure is parameterized by 
at. and denoted as /o(Yilat. x) for the individual i. Since data are longitudinal, Xi and 
Yi are sequences of variables. For an insurance rating problem, Yi = (Yj), ... , YiT,), 
where Yit (t = 1, ... , Ti) is a vector of risk variables. In the same way, Xi is a sequence 
of vectors of regression components derived from the rating factors. The basic model 
provides the a priori rating structure. Besides Xi, the vector of observable exogeneous 
variables, we suppose that there exist hidden variables, relevant for the explanation of 
Yi' These variables are represented by Ui, a heterogeneity component for i. The likeli-
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hood conditional on u, is denoted as 1*(YiI8j, Xi, u;). These distributions, supposed to 
be the actual ones in the prediction, will be said to belong to a "fixed effects" 
model, where the individual heterogeneity component is the fixed effect. We 
suppose that the past is by no means correlated with the future in the basic and in the 
fixed effects model. The number variables have independent increments, they are inde­
pendent between different equations, and the costs of claims are independent. 

We suppose that there exists UO such that 

(1) 

In the heterogeneous model, Ui is the realization of a random variable Ui, the "random 
effect". Its distribution is defined from a vector 82 in a parametric setting. The likeli­
hood is 

(2) 

where the expectation is taken with respect to Ui• The parameter 8 is written as a list 
for convenience. The Ui are i.i.d., and we write 

For all the models considered later, the random effect has a Dirac distribution in UO 

under the assumption 82 = 0, or: 82 = 0 <=> Ui == uOVi. From (1) and (2), the last equiv­
alence entails 

(3) 

Thus, the basic model appears to be embedded in the heterogeneous model that is 
derived from it. 

In the examples considered later, the distributions conditional on the fixed effect 
belong to the basic model, and we can write: 

Hence, the distributions in the heterogeneous model are mixtures of distributions of 
the basic model. If a semiparametric approach is retained, the vector 82 gives moments 
constraints on the mixing distribution. 

Mixing distributions are usually parameterized by variances and covariances 
between the random effects. The parameter space 8 2 is usually a cone, and 82 = 0 
belongs to its boundary. An important geometrical feature of a heterogeneous model 
is that the basic model belongs to the boundary of its parameter space. 
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Hidden exogeneous variables are correlated with the observable ones: for 
instance, the age of a vehicle is a good proxy for annual mileage. The price of sec­
ondhand cars depends more on their age than on their mileage. Thus the less you 
drive, the more you are financially incited to buy a car secondhand, and to keep it as 
long as possible. This explains the significant influence of the age of the vehicle on 
the frequency risk. Now the random effect is given independently of the observable 
exogeneous variables in equation (2). This apparent contradiction is solved if this 
random effect is seen as allowing for a residual heterogeneity. 

To see this, write a causality relationship as follows: 

y ...... .._---x y: risk variables (endogeneous) 

x: rating factors (exogeneous, observable) 

z: hidden variables (exogeneous) 

l(ylx) = E[i(yIX, Z)I X = x]. 

The likelihood for the heterogeneous model is defined here from a distribution given 
conditionally on all the exogeneous variables, and from a joint distribution for these 
variables. 

Consider for instance cross section count data, and write 

- ~ 
I (ylx, z) = P).(y) = exp(-A)-, A = exp(xa + z~) 

y! 

(x and z are written as line-vectors, a and ~ are column-vectors). Derive the linear 
regression of Z with respect to X, i.e. 

Z = Xu + V, E(X'V) = 0; (a = [E(XX)( E(X'Z»). 

If the intercept is one of the exogeneous variables, we have E(V) = 0, and Cov(X, V) 
= E(X'V) - E'(X)E(V) = O. Suppose now that X and V are independent. Then the dis­
tribution conditional on x of Z - xa is that of V for all x, and we can write 

I(ylx) = E[l(Ylx, xa + V)] = E[/* (yiSt. x, U)], 

with 

u = v~ = (z - E(zIX = x»~; V(U) = V(~) - V(E(ZIX)~). 
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As U = VI3 is independent of X, the random effect receives the interpretation given 
before (see Mundlak (1978) for developments on linear models for panel data). A dis­
tribution in the heterogeneous-or random effects-model is that of a generic indi­
vidual. It is defined conditionally on the observable exogeneous variables, and its 
likelihood is derived as an average with respect to hidden variables. 

14.3.2 Examples of Heterogeneous Models 

We give examples for heterogeneous models which can be used to perform experi­
ence rating. They are derived from a priori rating models for which we recall some 
basic features. 

14.3.2.1 Single Equation Models for Number of Events 
We distinguish two cases. 

Time-independent Heterogeneity Component. Start from a Poisson model 

where nit is the number of events observed for the individual i in period t (add a dura­
tion dit if the durations are not equal). The regression components are usually indica­
tors of levels. Each level can be either related to a rating factor (e.g., a given value 
for the occupation of the policyholder, a given interval for his age, etc.), or to a class 
of a partition of the portfolio. In this case, partitions are obtained from successive 
dichotomies induced by the rating factors (i.e., a given value for the occupation vs. 
the other values, younger than a given threshold vs. older than this threshold, etc.). 
This is a segmentation approach, very popular in the marketing world, and also used 
in the insurance industry. Of course, these two methods ("scores" and segmentations) 
can be mixed. 

The !!:equency premium (an estimation of the expectation of Nit) is equal to Ail = 

di/exp(xi/e l ). The maximum likelihood estimator ofe l in the Poisson model is the solu­
tion to the equation 

i,l 

which is an orthogonality relationship between the regression components and 
number-residuals. The preceding equation means that the sum of the frequency pre­
miums is equal to the total number of claims for every subsample associated to a given 
level. This is a fairness property of the rating structure. 

As for references on Poisson models, let us quote 
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Boyer, Dionne and Vanasse (1992) for empirical examples, and comparisons with 
competing models (linear, logit, probit, multinomiallogit, and negative binomial). 
Cameron and Trivedi (1998) for a thorough survey of the literature. 

Let us define now fixed and random effects models. Denote the distributions in 
the fixed effects model as 

The heterogeneity component Ui is equal either to Wi, or to 10g(wJ It depends on the 
type of distribution retained for Ui' For the heterogeneous model, the distribution of 
the random effect is parameterized by the variance. The greater is the variance, the 
greater will be the weight given to the history of the policyholder in the prediction. 
Let us quote for instance 

Gamma distributions for the Wi, with an expectation equal to one. Here, we write 
Ui = W; (hence UO = 1 in equation (1)). The distributions of the Nit in the hetero­
geneous model are negative binomial. This model is the most popular in actuar­
ial literature since the likelihood is analytically tractable, and since the 
bonus-malus coefficients are explicit and easily interpretable with respect to the 
credibility granted to the history of the policyholder. 
Log-normal distributions for the Wi' With Ui = 10g(W;), we can write AitW; = 
exp(xi,8, + 0;)), hence UO = 0 in equation (1). The likelihood of the heterogeneous 
model is not analytically tractable, and bonus-malus coefficients are not explicit. 
But the advantage is that elaborate formulations of time-dependence for the het­
erogeneity component can be considered as generalizations. Besides, the Gauss­
ian distribution is naturally extended to the multivariate case, leading to 
heterogeneous models with several equations. 

Time-dependent Heterogeneity Component. It is natural to retain this kind of spec­
ification since hidden and relevant exogeneous variables may vary with time, as do 
the observable ones. If you think of the behaviour of the policyholder, you might con­
sider either shocks induced by events like a divorce, a lay-off, or continuous modifi­
cations due to alcohol addiction, for instance. The two following specifications would 
suit respectively these two situations.2 

Using the preceding fixed effects model (Wi is replaced by Wi'), we can retain for 
instance 

2 Notice that the exogeneous specification retained here could be used to predict data governed also by 
endogeneous causes, like incentive effects due to the experience rating scheme. We come back to this point 
in Section 14.5. 
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U;, = W;, = RiS;,. The two families of random effects Ri and Sit are i.i.d. and inde­
pendent from one another. In this model, the autocorrelation function between the 
random effects is constant, and the individual white noise process (Si,)t=J.. ..T; is 
related to shocks in the distributions of generic individuals. The specification 
retained here for the random effects is semiparametric, and moments of these 
random effects will be estimated in Section 14.8.1 regardless of a parametric 
specification. 
Ui, = log(W;,). The distribution of U;I is that of U" where (U')I~J follows a station­
ary Gaussian process. A time-dependent autocorrelation function for the random 
effects entails an allowance for the age of events in the prediction of their fre­
quency. In this setting, actuarial literature provides prediction formulas through 
credibility models with geometric weights (see Gerber and Jones (1975), Sundt 
(1981». Estimators will be given in Section 14.8.2. 

The first model quoted here follows the same approach as the negative binomial 
model with random effects (Hausman et al. (1984». The latter is obtained from dis­
tributions with fixed effects, defined as follows. Write 

Here, the regression components are included in the shape parameter of the gamma 
distribution (and not in the scale parameter, as in the usual formulation of a Poisson 
model with gamma random effects). One can write 

In the negative binomial model with random effects, 6; is the realization of Ll;, with 

Ai 
Ll i = -, Ai - yea); Bi - y(b). 

Bi 

The (Ai, Bi, Gi')i=J ... P are supposed to be independent. This model can be seen as a 
1=1,··<,Ti 

Poisson model with dynamic random effects, because the random effect A~ can be 
written in the following way: 
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a+b-l 1 b 
E(R;) = E(Si,) = lVi, t; V(R;)= ( ); V(S,,)=-= 

b a-2 /-L" (a-l)E(N,,) 

The time-independent random effect Ri has a finite variance if a > 2. The likelihood 
is analytically tractable (see Hausman et al. (1984». 

Let us investigate the consequences of distribution mixing by the heterogeneous 
model. Starting from the fixed effects model Nit - P(Ai,Ui,), the equidispersion equa­
tion is V(Ni,) = E(Ni,). 

Usual formulas for total variance and covariance are 

V(N) = Eu[V(Nlu)] + Vu[E(Nlu)]; 

Cov(N!, N2) = Eu [Cov(N!, N2Iu)] + Covu (E(N!lu), E(N2Iu». (4) 

Here, the conditional and the unconditional expectations are taken respectively in the 
fixed and random effects models. Besides, Eu, Vu and Covu refer to expectations taken 
with respect to U, which replaces u in the conditional moments. For the Poisson model 
with random effects, we have 

V(Nit ) = Epwit U;,] + V[A it U;,] => V(Ni,) - E(Ni,) = A~,v( U;,). 

Mixing Poisson distributions entails overdispersion. Consider the case where the het­
erogeneity component is constant, and where the mixing distribution is parameterized 
by the variance. Local overdispersion can be proved for every random effects model 
of this sort from the local expansion 

which expresses the Fisher information matrix as the Jacobian of the expectation of 
the score (Pinquet (1996». 

Besides, Cov(Nu, Nit') = Ai,Au'COV(U,,, Ui,,) in the heterogeneous model. Mixing 
distributions entails serial correlation. 

The Information Matrix statistic (White (1982» allows to question whether the 
individual random effects are identically distributed. Denote the score and Hessian in 
the basic model as Sgl.x, and ml.x, for the individual i. The Information Matrix statis­
tic for cross section count data is equal to 

1M = L[SL'(SL')' +HLi] '0 =L[(ni -i:)2 -i:Jx:Xi' 
I 91=91 I 

It gives information on the links between overdispersion of residuals and the distrib­
ution of the exogeneous variables. 
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14.3.2.2 Multi Equation Modelsfor Number of Events 
A multi equation model deals with several types of claims, or other events like 
offences against the highway safety code. Suppose that we have q equations. There is 
a scalar and time-independent heterogeneity component for each equation. The 

distributions in the fixed effects model are Nfr - PCA,;twij); A;tWij = exp(x;t8lj + uij); 
i = 1, ... ,p;) = 1, ... , q; t = 1, ... , 7;. Besides (8lj)j=' .. .. q' the Vit(1 $; I$;) $; q), 
variances and covariances of the random effects are the parameters for the heteroge­
neous model. 

The number variables are supposed to be independent in the model with fixed 
effects. This implies that the different types of events do not overlap, an assumption 
which may lead to redefine them. As an example, let us describe the model given by 
Johnson and Kotz (1969). Write NE the number of events of type E, and consider two 
events A and B which can occur at the same time. We have 

and the variables NAnB, NA- B and NB- A can be supposed independent since the three 
events do not overlap. Suppose that A and B represent claims involving two different 
guarantees. The prediction of the three fixed effects would make it possible to design 
a bonus-malus system on both guarantees. 

Multi equation models can be used to allow for the severity of claims involving 
third party liability, from the dichotomy between claims with or without bodily injury 
(see Picard (1976)). 

14.3.2.3 Models for Cost of Events 
The distributions families investigated here (gamma, and log-normal) are indexed by 
two parameters: a shape parameter, and a scale parameter, which is a function of the 
rating factors. The fixed and random effects are also included in the scale for prop­
erty damages parameter. Usually, the log-normal distributions provide a better fit to 
costs of claims for property damages than gamma distributions (see Cummins et aL 
(1990) for a survey of distribution families on costs). 

Let Cilj be the cost of the j'h claim reported by the policyholder i in period t (1 $; 

) $; nit, if nit ~ 1). We suppose here that the costs are positive. 

Gamma Distributions. The cost distributions in the a priori rating model are written 
in the following way 

or bitClj - "((d). The coefficient bit is the scale parameter, a multiplicative function 
of the regression components, that are represented by the line-vector Zit. Let Cit = 

d/ bjt = d/exp(zjt~) be the estimation of the expected cost for each claim reported by 
the policyholder i in period t. If we suppose that the costs are independent, the 
maximum likelihood estimator of ~ is the solution of the following equation: 
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The cost-residual cres il estimates the relative severity of the claims reported by the 
policyholder i in period t. The likelihood equation for ~ can be interpreted as an 
orthogonality relationship between the regression components and cost-residuals. 

The distributions conditional on the fixed effect Uei are 

with Uci - y(<>, <» in the heterogeneous model. Hence, Cu = Diu/(bitUe;), where the two 
variables Diu and Uei follow gamma distributions and are independent. The variable 
Citi follows a GB2 distribution (see Cummins et al. (1990». 

Log-normal Distributions. The other distribution family investigated in this paper 
is the normal distribution family for the logarithms of costs 

The heterogeneous model derived from the log-normal distributions on the basic 
model is 

where CiU and the random effect Ui are independent. 

14.3.2.4 Model for Number and Cost of Events 
Here, a joint distribution must be specified for the random effects included in the 
number and cost equations. If the random effects are independent, the bonus-malus 
coefficient for the pure premium is equal to the product of the coefficients related to 
frequency and expected cost per claim. But one may think that the behaviour of the 
policyholder influences the two random effects in a similar way and that the correla­
tion is positive. 

We will estimate the following model. 

The distributions conditional on Uni and Uei, the heterogeneity components for 
number and cost distributions of the policyholder i, are respectively derived from 
Poisson and linear models. Write 

Ail = exp(wila), CiU - N(O, 0'2), t = 1, ... ,1';; j = 1, ... , nit. 
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In the heterogeneoU3 model, Uni and Ucj follow a bivariate normal distribution 
with a null expectation and a variance matrix equal to 

The parameters are 

Here, O2 is the cone of positive semidefinite matrices, embedded in the space of sym­
metric matrices with a dimension 2, which is identified to [R3. Specifications with 
dynamic random effects are given by Gourieroux (1999). 

14.4 

14.4.1 

HETEROGENEOUS MODELS AND PREDICTION 
ON LONGITUDINAL DATA THROUGH A 
REVELATION PRINCIPLE 

Prediction through Expectation with Respect to a 
Posterior Distribution 

Let us suppose an individual observed on T periods: Yr = (YI, ... ,Yr) is the sequence 
of risk variables, and Xr = (Xl. ... , xr) that of the regression components. The 
sequences Xr and Yr replace Xi and Yi in the preceding sections. The date of forecast 
T must be given here, and the individual index can be suppressed, since the policy­
holder can be considered separately in the prediction. Besides, belonging to the 
working sample is not mandatory for this policyholder. 

We want to predict a risk for the period T + I, by means of a heterogeneous model. 
For the period t, this risk Rt is the expectation of a function of Yt (Yt is the realization 
of Yr). 

We now include a heterogeneity component u,. The distribution of Yt in the model 
with fixed effects depends on 81. X, and u,. This applies to R" and we can write 
R, = he,(x,) g(u,), for the three types of risk dealt with later (frequency of claims, 
expected cost per claim, pure premium), with g a real-valued function. 

A predictor for the risk in period T + 1 can be written as hel(Xr+l),e(UT+I), with 
gT(UT+I) a predictor of g(UT+l) defined from 
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Here, we assumed serial independence for the Yt in the fixed effects model (observed 
contagion is supposed to be only apparent). For convenience, we denoted the likeli­
hood for each period as for the whole sequence of periods. The expectations are taken 
with respect to the random effect. If we replace 81 and 82 by their estimations in the 
heterogeneous model, we obtain the a posteriori premium 

computed for the period T + 1. It can be written as 

(h, ( )E- [(U )]) X Ee[g(UT+1)1 XI>.'" XT; YI>"" YT] 
81 XT+I e2 g T+I E· [(U )] . 

e2 g T+I 
(5) 

The first term is an a priori premium, based on the rating factors of the current period. 
The second one is a bonus-malus coefficient: it estimates the ratio of two expecta­
tions of the same variable, computed for prior and posterior distributions. Owing to 
the equality: Ee[Ee(g(UT+1)IXT, YT)] = Ee[g(UT+1)] = Ee2 [g(UT+1)], the premiums obey 
to a fairness principle. 

This method of prediction is usually referred to as "Bayesian", since it rests on 
distribution mixing. However, two interpretations can be given for mixtures. 

Distribution mixing can be derived from a prior knowledge of data. You could 
think of a statement like "young boys are more risky drivers than young girls" for 
automobile insurance. This knowledge is represented by a prior distribution on 
the parameters of a statistical model. Once data are observed, a posterior likeli­
hood on the parameters can be computed. This "likelihoodist" approach (Jeffreys 
(1939» is not very relevant for automobile rating. The numerous regression com­
ponents make it difficult to translate a prior knowledge in terms of distributions 
for parameters. 
Here, distribution mixing expresses an unobserved heterogeneity, and means a 
lack of knowledge on the data. The mixing distribution is not given ex ante, but 
is estimated from the data. 
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14.4.2 Linear Credibility Predictors 

A popular approach to experience rating in actuarial literature is the computation of 
predictors as linear functions of risk variables, usually number of claims (Biihlmann 
(1967, 1970)). The predictor of the fixed effect is obtained from a linear regression 
in the model with random effects, whereas it could be any function of x" ... , Xr, 

y\, ... , Yr in the preceding section. Whereas the expected value principle forces 
the mixing distribution to belong to a given parametric family, the linear credibility 
approach constrains the shape of the predictor. 

In many situations, linear credibility predictors are obtained from moments of the 
mixing distribution, regardless of a parametric specification for this distribution (see 
Section 14.9.1 for empirical results). 

14.4.3 Examples of Prediction Through Heterogeneous Models 

We give here examples of predictors which are derived from the models presented in 
Section 14.3.2. 

14.4.3.1 The Negative Binomial Modelfor Number of Claims 
We drop the individual index, and write N, - P(A,w), with W - yea, a) and U = W 
in the heterogeneous model. With the notations of the preceding section, we have 
R, = E(Nt) = A,u; A, = exp(x,8\); V(U) = cr2 = 82 = l/a. Since EeiU) = 1 for every 82 , 

the bonus-malus coefficient derived from (5) is equal to 

r 

a+I,nt 
Ee[UIXr, Yr] = t;1 

a+I,£: 
t=1 

1 +( cr2tnt) 
= 

1+( (;2~£: ) 
(6) 

(see Dionne and Vanasse (1989, 1992)). 

14.4.3.2 Linear Credibility Prediction in a Single Equation Model 
The last expression is also obtained with a linear credibility approach. The bonus­
malus coefficient is equal to 1 + cL~I(n, - At), where c is obtained from the linear 
regression 

The estimated variance is computed in the model with random effects. The results 
proved in Section 14.7 show that the predictor is obtained without any specification 
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of the mixing distribution (only the first and second moments of the random effects 
are supposed to exist). The bOEus-malus coefficient is the one obtained in equation 
(6). The frequency premiums At are computed in the Poisson model without fixed or 

random effects, and ;;2 (given in equation (12» is a consistent estimator of CV2(U) 

= V(U)/E2(U). 

14.4.3.3 The GB2 Modelfor Cost of Claims 
We derive here bonus-malus coefficients for expected cost per claim, with the 
expected value principle. Performing this only through the heterogeneous model on 
cost distributions supposes that the random effects in the equations for number and 
cost of claims are independent. 

The bonus-malus coefficients depend on the relative severity of the claims, which 
is assessed by cost-residuals. A cost-residual relates the cost of a claim to an estima­
tion of its expectation. 

We use the first heterogeneous model defined in Section 14.3.2.3. Here, Rt = E(C) 
= dl(btu); g(u) = lIu. Given the history of the policyholder, the posterior distribution 
of U is a y(O + deI-tnt), 0 + I-tJbtctj), and: 

0+ Ibtctj 
-/ T+! [ I ] t,j 
1 u = Ee U IX T,}JT = () . 

o-I+d I~ 
t 

We have Eeil/U) = 0/(0 - I) (we suppose 0> I, a necessary condition for llU to 
have a finite expectation). Omit the period index, denote the number of claims reported 
by the policyholder during the first T periods as tnT, and write 11 = (0 - 1 )Id. Then the 
bonus-malus coefficient is: 

tnT 

fJ+ I(c) Ee(Cj )) 

j=! 
(7) 

14.4.3.4 The Log-normal Model for Cost of Claims 
From the second model described in Section 14.3.2.3, we have Rt = E(Ctj) = exp(zf~ 
+ (02/2»; g(u) = exp(u). We write tnT= I-~!nt, IcresT= I-;:r(logCj - ESJ(logC) (we omit 
the period index). Then (see Pinquet (1997a», the bonus-malus coefficient is 
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where IcresT represents the relative severity of the claims reported by the 
policyholder. 

14.4.3.5 Random Effects vs. Fixed Effects Models 
In this section, we compare predictors to estimators, i.e., 

Bonus-malus coefficients, which are connected with the prediction of a hetero­
geneity component. 
Estimators of the heterogeneity component, this one being viewed as a parame­
ter in a fixed effects model. 

The comparison is performed on the examples presented in Sections 14.4.3.1 and 
14.4.3.3. Let us investigate first a Poisson model with fixed effects, i.e., Nil - PO"iIU;), 

Ait = exp(xiI81), where Ui is a parameter. The likelihood equations are 

~FE ni ~( (~FE~FE)) 
Ui = ~ FE; L... nit - Ui Ait Xit = 0, 

Ai i.1 

where Ai/E = exp(x)~/E), i;FE = Ltf/E. A constraint must be added on the parame­
ters to identify the model. We retain u = IlpL)=lu, = 1, since the mean of the random 
effect is equal to one in the negative binomial model. Notice that !i;FE can be seen as 
an individual "loss to premium" ratio, if losses are measured by the number of claims. 
Denote the bonus-malus coefficient as !i;RE (FE and RE stand respectively for Fixed 
Effects and Random Effects). From equation (6), we write 

~RE 

Ui 

if we suppose that A/E A/E. They have indeed the same limit (see Hausman 
(1978, 1984) for a test of random effects vs. fixed effects in linear and Poisson 
models). 

In the weighted average which defines the bonus-malus coefficient, a i can be seen 
as the credibility granted to the history of the policyholder, since it is applied to "the 
loss to pre.£lium" ratio which summarizes this history. In empirical studies, a is close 
to 1.5. If Ait is equal to 0.1, a i increases by 6% per annum at the beginning. 

Let us interpret the French bonus-malus coefficients as credibility predictors. 
Suppose that the frequency premium of the new driver is equal to 0.1. If we express 
the bonus-malus coefficients as weighted averages of the preceding type, we obtain 

0.95 = (I - a l ) + (a l x 0); a l = 5%; 

1.25=(I-a2)+(a2 x (1/0.1)); a 2 =2.8% 
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for a beginner who reported, either no claim, or one claim at fault during the first year. 
The bonus-malus coefficients are weighted averages between one, the coefficient 
applied to beginners, and n/ E(N), which summarizes the history of the policyholder. 
In the prediction, the credibility granted to the history is measured by <XI and <X2. 

The GB2 model defined in Section 14.3.2.3 for cost of claims can be interpreted 
in the same way. The model with fixed effects is C;tj - yCd, bitUi), and the estimator of 
Ui is such that (we drop the time index) 

ni / ~FE 
LCij Cij 
j=1 

If we suppose that Ii = I, and that dFE/b;FE = Cij FE = Cij RE, we obtain from equation 
(7): 

where (Xi = n/( 11 + nJ is the credibility granted to the history of the policyholder. 

14.4.4 James-Stein Predictors 

Credibility predictors are also found in classical statistical literature, and referred to 
as "James-Stein estimators". Stein (1956) proves that a random vector following a 
multivariate normal distribution is not admissible, if seen as an estimator of its mean.3 

Shrinking this vector allows to obtain an other estimator which beats the preceding 
one everywhere in the parameter space, in terms of mean squared error. 

Efron and Morris (1977) provide James-Stein predictors for the batting averages 
of 18 major-league baseball players as they were recorded after their first 45 times at 
bat in the 1970 season. This batting average is denoted as y, and is defined as the 
number of hits divided by the number of times at bat. If y is the grand batting average 
(y = 0.265), the James-Stein predictor of the batting average of the player number i 
for the whole season is equal to 

Zi = Y +0.212(Yi - y) = (I -0.212)y +0.212Yi' 

This predictor outperforms y and y as predictors of the batting average for the whole 
season. The coefficient 0.212 can be seen as a shrinkage coefficient or as a credibil­
ity granted to the history of the player. As the first 45 times at bat are observed after 

3 This result holds under the assumption that the variances-covariances matrix is known (say, equal to 
identity) and if the dimension of the vector is greater than two. 



478 Handbook of Insurance 

one month of competition, the ability of a baseball player is revealed much faster than 
the risk level of an automobile policyholder. 

In this example, the starting point in the prediction is the individual mean. Then 
an other prediction is obtained from a shrinkage of the individual means around the 
grand mean. At the opposite, the starting point in actuarial literature is a grand mean, 
possibly estimated conditionally on rating factors. If distribution mixing is possible 
from the data, then more heterogeneity is added to the premiums as described in this 
section. 

14.5 

14.5.1 

HETEROGENEITY, STATE DEPENDENCE AND PREDICTION 
ON LONGITUDINAL DATA 

Real and Observed Contagion for Automobile Insurance Data 

Actual bonus-malus systems throughout the world are described in Lemaire (1995). 
For most of them, a claim reported increases the cost of the malus applied to the next 
claims. Thus, these systems induce a "hunger for bonus", and have a real incentive 
effect on policyholders (see Lemaire (1977) for a model of optimal claiming behav­
iour). If true contagion should be negative, positive contagion is observed for every 
guarantee in automobile insurance. Policyholders who reported claims in the past will 
report more in the future than those who did not. 

Let us give numerical results on positive observed contagion. Consider a portfo­
lio of policyholders observed during two periods (a period is equal or less than a year). 
We split the population between those who did not report claims of a given type during 
the first period, and those who did. We discard the policyholders who reported two or 
more claims during the first period (the following results are easier to interpret). Since 
the frequency per period is very inferior to one, these policyholders are much less 
numerous that those who reported one claim. For the population which reported i 
claim (i = 0, I), denote as j; (resp. j;) the average frequency (resp. estimated fre­
quency) of claims during the second period. The estimated frequency is derived from 
the estimation of a P?isson Todel on the whole popUlation. What is always observed 
is that;;; fo and (fJ 11)/(fo/lo) are greater than one. For claims involving third party 
liabilityor property damage,j;ifo is usually close to 1.5 or 1.6, whereas 1/10 is close 
to 1.1. But the ratio j;ifo can be superior to 1.8 for a guarantee such as car theft. 

The two results quoted here (the suspected negative contagion, and the observed 
positive contagion) raise identifiability issues. We discuss them in the following 
section. 

14.5.2 Identifiability of the Nature of Observed Contagion 

This indentifiability issue is also referred to as an opposition "heterogeneity vs. true 
state dependence" (Heckman and Borjas (1980)). It has been addressed for a long 
time by statistical literature for count data models. While commenting a paper written 
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by Neyman (1939), Feller (1943) quotes the opposite interpretations of the negative 
binomial distributions in terms of heterogeneity (Greenwood and Yule (1920)), and 
in terms of state dependence (P6lya and Eggenberger (1923)). Feller concludes to the 
impossibility of identifying the nature of the distributions. 

Let us go back to t~e ~xample of the preceding section. Suppose for instance that 
you have f/fo = 1.54; ///0 = 1.1. Thus a claim reported in the first period entails a 
forty percent malus for the frequency, which is obtained beyond the a priori rating 
structure. If real contagion is negative, this means that the ratio of the fixed effects 
between the two classes (the policyholders who reported one or no claim during the 
first period) is greater than 1.4. Observed contagion results from real and apparent 
contagion. You cannot hope to estimate the two components of observed contagion 
from the data if you do not have an information allowing to differentiate the endoge­
neous effects on the sample. 

A sudden modification of the experience rating scheme is an example of such an 
information. In Quebec for instance, the public monopoly which provides automobile 
insurance coverage for bodily injury liability decided to introduce experience rating 
in 1992. Before this date, the rating structure was without memory, and the history 
of recent offences against the highway safety code was then introduced. The frequency 
of claims decreased by twenty percent since (Dionne and Vanasse (1997)). You could 
explain this result by an incentive effect of the experience rating scheme. Now the 
frequencies are not observed at the same time, so you might also relate this modifi­
cation to a structural change of the frequency. In the same way, a reduction of observed 
contagion after 1992 could be explained by the negative contagion due to the 
experience rating scheme, if you supposed that apparent contagion did not vary 
throughout time. 

Such situations where a test group is compared to a control group are usually 
referred to as experiments. If the comparison between the two groups cannot be 
blurred by any cause (such as the generation effect in the preceding example, or a 
selection bias), you obtain a controlled experiment. Otherwise, you have a natural 
experiment. These frameworks are necessary to obtain results in terms of identifica­
tion. Endogeneous effects which could not be differentiated on the individuals (like 
the modifications of risk perception due to the history of accidents) cannot be esti­
mated from the data. 

As a conclusion, the identification of the nature of observed contagion can 
be obtained at best partially, and under conditions which are not often fulfilled 
in practice. 

14.5.3 Identifiability and Predictability: The P6lya Process Applied to 
Generic or Real Individuals 

We show on an example that prediction on longitudinal data does not depend on the 
nature of observed contagion. We compare in this section the predictors derived from 
exogeneous and endogeneous interpretations of the same process. 
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Let (N,),~o be a Markov process with integer values. We restrict to "pure birth" 
processes, which means that the only transition intensities different from 0 are those 
from n to n + 1 (n E fiJ). Denote this transition intensity at the time t as An(t). The 
process shows true contagion if the transition intensities depend on n. If number of 
claims are dealt with, the transition intensity can be seen as an instantaneous fre­
quency risk. It is natural then to start from 

a+n i' An(t)=A(t) a+A(t)' A(t)= oA(u)du, (8) 

a formulation similar to the prediction derived from the negative binomial model 
(Section 14.4.3.1). 

Now, the Markov process (N,),~o derived from No == 0 and from the preceding 
values of Ait) is a P61ya process (see Lundberg (1940), Feller (1957)). If we write 
the negative binomial distributions as mixtures of Poisson distributions, i.e., NB(A, a) 

= fo=PAudR(u), R = y(a, a), we obtain N, - NB(A(t), a). 
On the other hand, a P6lya process can be seen as a mixture of Poisson processes. 

Let [P\ be a Poisson process, i.e., a pure birth Markov process on fiJl;!+ starting from 
Oat t = 0, with An(t) = A(t) Vn E fiJ, Vt ~ o. Write PolA.a = fo=PAUdR(u), R = y(a, a) a 
mixture of Poisson processes, with a gamma mixing distribution. Straightforward 
computations (see Biihlmann (1970) for instance) prove that this mixture is the afore­
mentioned P6lya process. 

In this example, the prediction does not depend on the nature of observed conta­
gion. If the P6lya process is applied to generic individuals, the premium derived from 
Section 14.4.3.1 is equal to the estimated transition intensity given in equation (8) for 
real individuals. More general formulations easily show that the prediction only 
depends on observed contagion, and not on the way this observed contagion splits 
into real and apparent contagion. 

The negative binomial distributions provide a good fit to automobile insurance 
data (see Boyer, Dionne and Vanasse (1992) for empirical results, and Winkelmann 
(1994) for a survey of goodness-of-fit tests for count data). They are the marginal dis­
tributions of the P6lya process, and a pessimistic conclusion is that it is difficult to 
identify the nature of the contagion. 

"Pessimism for identifiability, optimism for predictability" is the opinion of the 
author, concerning the opposition between heterogeneity and state-dependence for 
dynamic data. Risk distributions can be related to generic or real individuals, accord­
ing to the fact that the observed contagion is apparent or real. The example shows the 
difficulty of answering to a question such as: "does the history of an individual reveal 
hidden features of its distributions, or does it modify these distributions?". 

Actuarial models certainly do not tell the truth on the data, when they consider 
observed contagion as only apparent. But the truth is out of reach and does not need 
to be known for prediction. 
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14.6 ESTIMATION AND TESTS FOR HETEROGENEOUS MODELS: 
A SURVEY OF THE LITERATURE 

Statistical methods which can be used for the estimation of heterogeneous models are 
recalled in this section. The following section presents a method designed by the 
author for these models. 

Maximum likelihood estimation (m.l.e.) of parametric models is the basic way to 
describe a data generating process. We recall its convergence properties in a mis­
specification context. 

Let (Pe])e]E0] be a parametric family of equivalent probability measures (they have 
the same negligible Borelians). If 11 is a measure equivalent to the (Pe])e]E0], and if Ie] 
= dPe/dll is a density, write e; 0 = arg max Lf~, log le](Y,), where (Y,)i=l.. .. p is an i.i.d. 
sample of variables, with a distribution equal to Q. The parameter is denoted as 
8, because later m.l.e. will be performed in the a priori rating model. This model 
is related to the null hypothesis, hence the superscript 0 for the estimator of 8,. 
If Q (the data generating process) does not belong to (Pe])e]E0], the model is mis­
specified. We write IQ = dQ1dll (Q is supposed to be equivalent to the (Pe,)e]E0,), 

and EQ(f) = f f(y)dQ(y) = E[f(Y)], if the distribution of Y is Q. In the same way, 
we write Ee(f) = fi(y)dPe(y). A usual result (Akaike (1973» is 

~O 

lim 9, = arg max EQ (Jog lei ) = arg min KL(Q / R] ), 
p->t= e] e] 

where KL(QIPe]) = EQ(log IQ - log Ie]) is the Kullback-Leibler criterion, a dissimilar­
ity index between equivalent probability measures. The limit of 8";0 is called the 
pseudo-true value, and is denoted as 9~(Q). 

The probability measure under the arrow refers to the data generating process. 
The pseudo-true value is the least unfavourable solution with respect to the Kullback­
Leibler dissimilarity index. 

As an example of pseudo-true value, let (P m)mEM be a family of equivalent distri­
butions, parameterized by the expectation. If m is this expectation, suppose that the 
densities with respect to an equivalent measure 11 have a linear exponential structure, 
I.e. 

Figure 1 Pseudo-true Value 
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[m(Y) = (dPm/ *)(y) = exp[A(m) + B(y)+C(m)y]. 

Then (see Gourieroux, Monfort and Trognon (1984a)), we have 

m*(Q) = EQ(Id) = f ydQ(y) (9) 

for any data generating process equivalent to the (P m)mE M. Setting the expectations 
equal yields the least unfavourable solution. 

Let us take an example with regression components in the distributions. We retain 
cross section count data, and the data generating process is a mixture of Poisson dis­
tributions. The regression components are connected with 8\, and the variance of the 
mixing distribution is cr2• If N is the endogeneous variable, suppose that E(Nl8 1, cr2, 

x) = exp(x8 1). The expectation of N does not depend on the variance of the mixing 
distribution, and the heterogeneous model is said well specified with respect to expec­
tation. This is the case for the negative binomial model. Suppose that a Poisson model 
with the same regression components is estimated on the data. Poisson distributions 
have a linear exponential structure. Hence the Poisson distribution with a parameter 
equal to m = exp(x81) minimizes the Kullback-Leibler dissimilarity index with the 
true distribution of N. As this result holds for every value of x, we obtain the limit of 
9;0, the m.l.e. for the Poisson model 

Hence the m.l.e. on a Poisson model provides consistent estimation for the related 
parameters of the same model with heterogeneity, if the latter is well specified with 
respect to expectation. Consistent estimators for other Poisson models with hetero­
geneity and well specified with respect to expectation can be found in Gourieroux, 
Monfort and Trognon (1984b). 

Moment-based methods provide estimators in a semiparametric setting. Let 
(!e)eE0 be a parametric family of maps from IRm to IR\ with e c IRk. These maps can 
also be defined conditionally on regression components and instruments. Let 'P be a 
set of probability measures defined on IRm (for instance, those which are equivalent 
to a given measure on IRm). We write 

V8 E e : Fe = {p E 'P / E p Ue) = f fe (y )dP(y) = o}. 

Here, Pe is a family of probability measures defined implicitly. Such a formula­
tion can be retained for mixing distributions specified only by some moments, as it 
is assumed in the linear credibility approach (see Section 14.2). Suppose that (Y;);EN* 

is a sequence of i.i.d. variables ranging in [Rm. The estimator eGMM derived from the 
generalized method of moments is defined from 
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Under usual identifiability, smoothness and boundedness conditions, the estimator is 
consistent (Hansen (1982)). This means here that, if the distribution of the (YJiEN* 
belongs to Pe (and not equals Pe as in the parametric setting), then eGMM converges 
towards e if the size of the sample goes to infinity. 

Let us apply this result to a Poisson model with heterogeneity, which is well spec­
ified with respect to expectation. We have V(NJ9 1,cr2, x) = E(NJ9 1,cr2, x) + dE\NJ9J,cr2, 

x), with E(NJ9 1,cr2, x) = exp(x9 1). Hence 

( 91 ) (n -exp(x91 ))x' ) E N =0' 9= . n = [fe,xC)] , 2 ' fe,x() ( ( 9 ))2 2[ (9)]2' cr n - exp x 1 - n - cr exp x 

Let nl, ... , np, xl. ... ,xp be a sample of count variables and regression components. 
The m.!:.e. on th~ Poisson model, e; 0, is defined from the orthogonality relation 
~;(ni - Ai)x; = 0, Ai = exp(xi~O). Hence, the GMM estimators for the Poisson model 
with heterogeneity are 

Notice that the estimator of cr2 is not bound to be positive. A positive sign means an 
overdispersion of residuals. 

The methods recalled up to now pertain to exact inference. They use a criterion 
(likelihood or moment conditions) which has a closed form. Such is not always the 
case, and we will quote briefly approximate inference methods. 

The likelihood of a heterogeneous model is an expectation, which can be 
approximated if it does not have a closed form. Two types of computation can be 
investigated. 

Numerical integration of the likelihood. If it is viewed as a parameter, the approx­
imation is a biased and deterministic estimator. See Davis and Rabinowitz (1984) 
for methods of numerical integration using Gaussian quadrature rules, and Lillard 
(1993) for empirical results. 
Monte-Carlo methods interpret the likelihood as the expectation of a function of 
a distribution-free variable. An average derived from independent draws of this 
variable for each individual leads to a simulation-based estimator. The likelihood 
is then approximated by a random and unbiased variable. Owing to the concav­
ity of the logarithm, the estimator of the log-likelihood has a negative bias. The 
asymptotic properties of these estimators are given by Gourieroux and Monfort 
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(1991). Consistency is obtained if the number of simulations converges towards 
infinity with the size of the sample. 

We come back to the method of moments. If the expectation of the statistic does 
not have a closed form, it can be estimated by simulations. If the simulation errors 
are independent across observations and sufficiently regular with respect to the para­
meters, the simulation-based estimators can be consistent even if the number of draws 
are fixed for each individual. Consistency is obtained if a linearity property allows the 
simulation errors to be averaged out over the sample. A proof of these properties and 
applications to discrete response models are found in Mac Fadden (1989). 

Before estimating the heterogeneous model, the opportunity of mixing the dis­
tributions of the basic model, which gives the a priori rating structure, should be tested 
for. Here, the heterogeneous model contains the basic model at the boundary of the 
parameter space (see equation (3)). Thus, the heterogeneous model does not neces­
sarily outperform the basic model on a likelihood criterion. Let us denote the m.l.e. 
for the basic model as 8;0. The Lagrangian with respect to 92 of the log-likelihood, 
computed for 91 = 8;0; 92 = 0, is denoted as L. Since 8 2 spans IRk2, the space in which 
it is embedded, the Lagrangian can be defined from the unique extension of a linear 
form from 8 2 to IRk2. 

The heterogeneous model will outperform the basic model on a likelihood crite­
rion if L does not belong to 82", the negative dual of 8 2• Under this condition, the data 
allow distribution mixing from the a priori rating model. Thus, a natural test for the 
nullity of 92 is the score test, or the Lagrange multiplier test (Rao (1948), Aitchison 
and Silvey (1958, 1959)). As compared with usual competitors such as the likelihood 
ratio test or the Wald test, its advantages are the following. 

The estimation related to the alternative hypothesis is avoided, a useful property 
here since the heterogeneous models often do not have a closed form for the 
likelihood. 
The asymptotic normality of L is maintained if the null lies at the boundary of 
the parameter space, which is the case here. 
Due to the local approach used in the score test, one given test can be relevant 
for a whole class of alternative hypotheses, a result with a semiparametric flavour. 
Once again, this is the case here, and the test does not depend on the parameter­
ized family retained for the mixing distribution. 

The seminal paper on tests for heterogeneity based on the score with respect to 
the parameters of the mixing distribution was written by Neyman (1959). This paper, 
published in a Festschrift for Harald Cramer, provided a test which was later referred 
to as the "C(a) test" (Neyman and Scott (1966)), where C stood for Cramer. More 
details on this contribution can be found in the biography of Jerzy Neyman written 
by Constance Reid (1998). 
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The Lagrangian can be expressed from the first and second derivatives, with 
respect to the heterogeneity component, of the log-likelihood for the fixed effects 
model. For instance, if 92 = 0"2 (the heterogeneity component is scalar and time­
independent), we have 

1 
L = - L,(resl-si); 

2 i 

with the notations of Section 14.3. The heterogeneous model outperforms the basic 
model on a likelihood criterion if the Lagrangian is positive, which means an overdis­
persion of residuals. 

Consider the Poisson model with heterogeneity investigated in this section. The 
score test for nullity of 0"2 at the level ex is obtained from the one-sided critical region 

where u is the quantile of a N(O, 1) distribution (see Cameron and Trivedi (1986), 
Dean and Lawless (1989)). 

14.7 SCORE-BASED INFERENCE FOR LINEAR AND POISSON 
MODELS WITH HETEROGENEITY 

14.7.1 An Informal Presentation 

A heterogeneous model, with its-in most cases-analytically intractable likelihood, 
appears to be very "dark" for inference. On the other hand, the basic model is "enlight­
ened" (its likelihood has a closed form). A digression may explain the method retained 
by the author. 

A short story 
A man walks in a dark night. At some moment, he notices an other man, bent to 

the ground, near a street lamp. He asks him: 
"What are you looking for? " 
The man near the street lamp (he is insane): 
"J am looking for my keys." 
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The passer-by: "Did you lose them here?" 
The insane: "No, I lost them there, in the dark." 
The passer-by: "So, why are you looking for them here?" 
The insane: "Don 'f be stupid! Because there is light here, of course!" 

The bunch of keys searched by the statistician analysing data through a proba­
bilistic paradigm is the distribution which generated the data. The situation of the 
insane is actually worse than that of the statistician, because there is little chance that 
the position of the keys modifies the way in which light is shed by the street lamp. 
Now, besides the estimation of a parametric model, the statistician can analyse resid­
uals. Residuals are obtained by replacing the parameters by an estimation in any para­
meterized statistic (Cox and Snell (1968)). They are widely used in misspecification 
tests, and the most important example is the score test. Now residuals can also be 
used to perform consistent estimation of some heterogeneous models. Staying where 
there is light (the basic model), it is possible to locate the keys without venturing in 
the dark (the heterogeneous model).4 The statistic used to perform consistent estima­
tion is precisely the score used in the score test. 

14.7.2 A More Formal Presentation 

Consistent estimators for linear and Poisson models with heterogeneity can be 
obtained from 

the computation of a pseudo-true value, obtained here as the limit of the m.l.e. 
on the basic model, whereas the data generating process includes heterogeneity 
with respect to this model. 
The estimation of some moments of the mixing distribution, from residuals com­
puted in the basic model. The statistic used here is the score with respect to the 
parameters of the mixing distribution, hence the name of the method. A still more 
formal presentation is given in Pinquet (1999). 

We will present the method from an example. Consider the Poisson model with 
heterogeneity estimated in Section 14.6. Here, the expectation may depend on the 
variance of the mixing distribution. If we write N - P(exp(x8])u) in the fixed effects 
model, we have 

E(N) = exp(x8])E(U) = exp(x(8] + 10g[E(U)]e])). 

The intercept is supposed to be the first of k regression components, and e] is the first 
vector of the canonical base of ~k. From Section 14.6, we know that the Poisson dis-

4 Unfortunately, it is less than probable that the keys of the statistician are in this darkness, since reality 
is only partially captured by the heterogeneous model. 
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tribution with a parameter equal to m = exp(x(8 J + 10g[E(U)]eJ)) minimizes the 
Kullback-Leibler dissimilarity index with the mixture of Poisson distributions. 
As this result holds for every x, it is easily seen that the pseudo-true value is equal 
to Sf = 8 J + 10g[E( U)]e\. It is the limit ofe; 0, the m.l.e. on the Poisson model, whereas 
the data generating process is a mixture of these distributions. We obtain 

(10) 

Due to the interpretation given in Section 14.3.1 for a model with random effects, this 
result can be expressed as follows. The frequency premium of an individual, com­
puted in the a priori rating model, converges towards the frequency risk of the related 
generic individual if the data generating process belongs to the model with random 
effects. This property holds whatever is the value of the rating factors and of the 
mixing distribution. 

The variance of N in the model with random effects is 

(11) 

From E(N) = exp(x8 J)E(U), we obtain 

With the notations of Section 14.6, and with the limit given in equation (10), we will 
obtain on a sample 

(12) 

A moment of the mixing distribution is consistently estimated from the m.l.e. on 
the Poisson model. From equations (10), (11) and (12), we have 

£ + (£;2CV2(U)) ~ V(N;)'v'i. 

Thus we obtain a consistent estimation of the variance (computed in the random 
effects model) of the count variable, an estimation obtained from the m.l.e. on the 
Poisson model. Such results are useful for the computation of linear credibility pre­
dictors (see Section 14.9.1 for an example). 

From equation (12), consistent estimators can be obtained for parametric specifi­
cations of the mixing distribution. Suppose that the distribution of U is log-normal, 
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i.e. U = exp( 0-1), T - N(O, I). Then CV2( U) = exp( 0-2) - I, and (;2 = loge I + CV2 (U» 
is a consistent estimator of 0-2• Predictors of the frequency with the expected value 
principle and log-normal mixing distributions are convex functions of the number of 
claims, for a given value of the frequency premium. 

For linear and Poisson models with heterogeneity, the preceding example can be 
generalized as follows. Let mo(8 1, x) be the expectation of risk variables in the a priori 
rating model, defined conditionally on rating factors and parameters. We denote 
the expectation of the related generic individual in the model with random effects as 
m(8, x). We write C8 = C8 b 82», where 82 is the vector of parameters for the mixing 
distribution. We have the following property 

In the preceding example, we had 8tC81> 0-2) = 8, + log[Ecr2(U)]e,. This property holds 
for linear and Poisson models with heterogeneity, but not for other linear exponential 
models with random effects like logit and probit equations. 

The pseudo-true value 8t(8) is then the limit of8;o, the m.l.e. on the a priori rating 
model, if the data generating process belongs to the model with random effects. If Y 
is the vector of risk variables for which the expectation is estimated, we have 

(13) 

As moC8;o, x) is a risk premium computed in the a priori rating model, this limit can 
be interpreted as we did after equation (10) for the frequency risk. 

This property leads to consistent estimation of some moments of the mixing dis­
tribution from residuals computed in the a priori rating model. For Poisson models 
with random effects, linear credibility predictors can be computed from these esti­
mated moments. 

Owing to the unconstrained approach with respect to the parameters of the mixing 
distribution, the estimator 8 2 is not bound to belong to the parameter space 8 2• This 
property allows it to be asymptotically normal (and efficient) under the null, although 
it converges in that case towards 0, which belongs to the boundary of 8 2• The author 
thinks that this property is not a drawback. Extremal estimators, obtained from the 
maximization of an objective function (e.g., an explicit likelihood, or a likelihood 
approximated numerically or by simulation) will be obtained at the boundary of the 
parameter space, if the heterogeneous model does not fit the data. In that case, pre­
diction through the whole heterogeneous model is as impossible as with estimators 
obtained outside the parameter space.5 With the preceding method, predictors can be 

5 More precisely, an estimation of 8, obtained at the boundary of 0, but different from 0 (the vertex of 
0,) would lead you to a submodel with random effects. The unconstrained approach retained here also 
indicates clearly which submodel to choose. 
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computed iff 82 belongs to 82• This condition is easy to interpret, because it can be 
expressed in terms of overdispersion, relative overdispersion, positive <;9ntagion for 
residuals, etc. (see the following section). Besides, the probability that 8 2 belongs to 
O2 can be consistently estimated under the null (see Pinquet (1997b)). 

14.8 EXAMPLES OF CONSISTENT ESTIMATORS FOR 
HETEROGENEOUS MODELS 

We give examples for the heterogeneous models quoted in Section 14.3.2. The esti­
mators given here are explicit, consistent, asymptotically normal and asymptotically 
efficient at the null. Remember that the null hypothesis is connected with the basic 
model (no unobserved heterogeneity). 

14.8.1 Single Equation Model for Number of Events, with a Constant 
Autocorrelation Function for the Random Effect 

The fixed effects model is 

Besides 8i> the parameters of the heterogeneous model are cr; = VeRi) and cr; = V(Sit). 
If the expectations of the Ri and Sit are equal to one (the model with random 
effects is well specified with respect to expectation), consistent estimators for cr; and 
cr; are 

~2' 
~ ~'~2 cr s 
~r2 = ~2r', ~ v v vs=~, 

1 +cr~ 

with 

II(n;r -~it)(nU' -L) I[( nit - £;t 2
) -nit] 

i t:t:t' (t 

i 1#' i,1 

~, ~, 

The estimators cr; and cr; are obtained after the score test from a linearization of the 
score computed for 8, = 8;0; 82 = O. They are given here in a semi parametric setting, 
since they are obtained regardless of a parametric specification for the mixing distri­

bution. Notice that 
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i reF-f' 

i,t i (:1:1' 

(14) 

(t 

~ ~l 

The estimators cr~ and cr~ are positive if there is positive contagion for the data. In 
other words, the residuals of an individual which are computed at different periods 

~ ~l 

must have rather the same sign. The sign of cr; and cr; depends on the comparison 
of two measures of relative overdispersion. Here, a link is made between results on 
overdispersion for count data (Cox (1983), Cameron and Trivedi (1986», Dean and 
Lawless (1989), and results on linear models for panel data (Balestra and Nerlove 
(1966». 

Individuals which belong to a stratified sample are identified with a double index. 
The model estimated here can be applied to stratified samples, if we view a stratum 
as an individual and individuals in a stratum as periods. The design of experience 
rating schemes for fleets of vehicles is a current research topic for the editor of this 
book and for the author (Desjardins, Dionne, Pinquet, 2000, Dionne, Desjardins, 
Pinquet, 1999). 

14.8.2 Single Equation Model for Number of Events, with a Varying 
Autocorrelation Function for the Random Effect 

We start from the fixed effects model 

Suppose that there exists a stationary Gaussian process (Ur>'~b where the distribution 
of Uu is that of U, for individuals observed on more than t periods. We write 

cr2 = V(U,); COV(U'+h, U,) = cr2p(h). 

We do not specify the distribution family for the (U,),;'b but a correlogram for the 
process can be consistently estimated. The statistics 
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and 

[ 
LL (nit -:;:, )(ni,,-h - ~il-h) 1 

<J2p(h) = log I + _in...:.,>_h-,-T,_?J_>~==-_~==---:;;;~:--,,~ __ _ 
£... £... Ai,Ai,t-h 

ilTi>h Ti'?t>h 

converge respectively to 0'2 and 0'2 p(h), with ° < h < Tmax. (Tmax is the maximal number 
of periods), Owing to the unconstrained estimation of the moments of the mixing dis­
tribution, the p(h) are not bound to belong to [-I, I]. 

14.8.3 Multi Equation Model for Number of Events 

With the notations of 14.3,2.2, the statistics 

(j"# n, 

are the estimators of ~j and ~l derived after the score test from a linearization of 
the score. Numbers and frequency-premiums are summed on all the periods. If 
~ = exp(U), where ~ has the distribution of the Uij' it can be shown that 

This property leads to linear credibility predictors obtained with a semi-parametric 
approach, 

In a parametric setting, suppose that U - Nq(O, V), From: E[~Wd/(E[~] E[w/D 
= exp( ~/) - 1, we infer that 

Vj/ = 10g(1 + V))'r/ j, I 

give a consistent estimator of V. The prediction for longitudinal data with the expected 
value principle can be performed through a Choleski decomposition of V, if V is pos­
itive definite. 

Empirical results connected with this model are given in Pinquet (1998) for 
optimal bonus-malus systems derived from different types of claims. With a linear 
credibility approach, the bonus-malus coefficient for each type of claim can be seen 
as a linear combination of "loss to premium" ratios, with a first increasing, then time­
vanishing credibility for the other types. 

If compared to the case where only one type of claim is allowed for, the other 
main results for the prediction of a given type of claim are the following. 
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Not surprisingly, each claim of this type becomes less meaningful in the predic­
tion, since more types of events are taken into account. 
The revelation throughout time of hidden features in the number distributions is 
enhanced. The improvement increases with the frequency of the other types, and 
with the squared covariances between the random effects. 

14.8.4 Cost-number Model on Events 

With the notations of 14.3.2.4, consistent estimators are 

2,(ni -~i)(tlCi -EO(TLC;)) 

Vcn = i ( 2,~: )0 + Vnln ) 

I 

, 2,[(tlci -iO(TLCJ)2 -ni02°] , 
Vce = i -~; 

( 2, ~7 )(1 + V~n) 
I 

2, 2, lcresijlcresik 
= iln,?:215j,k5n,j# -V? 

( 2, ni(ni-l))+22,i,i(ni-~i) cn· 
ifnj;:Q: j 

(15) 

Besides, 

i) lcresij is equal to log(cij) - zij~o, a cost-residual (we dropped the time index) 
~O 

obtained from ordinary least squares, and (J 2 is the m.1.e. for the variance of the 
regression. 

ii) tlCi = 1:;~1 log(cij); EOCTLCi) = 1:;~1 Zijpo. 

The pseudo-true values (used to obtain the preceding results) lead to consistent 
estimators for the parameters of the basic mode1. We obtain 

(16) 

where en,1 and ee,1 are the first vectors of the canonical base of ~kn and ~kc. Both inter­
cepts are supposed to be the first of kn and kc regression components for number and 
cost distributions. These values are derived from the limit 

(see equation (13)). 
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A consistent estimator of Vee under the assumption Ven = 0 can be recognized in 
the ratio of the last expression. It is equal to 

L L lcresijlcresik 
Va = i/ni 22IS j,kSni.j*k 

ee L ni(ni -I) 

L[(ilcreSij)2 - ilcresl] 
I j~1 j~1 

L ni(ni-1) 
i/n;?2 ilnl2':2 

This estimator is the average of products of paired off residuals, that are related to the 
same policyholder and to different claims. It measures the observed contagion for 
the relative severities of the claims. If the past is of some use in the prediction of the 
future through a revelation principle, this must have been observed in the past, and 
this is the meaning of a positive sign for V?e. 

A bonus-malus coefficient for the pure premium of the insurance contract i can 
be derived from a predictor of exp(uni + ueJ obtained with the expected value princi­
ple. This predictor is obtained from simulations. A Choleski decomposition of V (sup­
posed to be positive definite) must be performed first. 

A linear credibility prediction can be performed with this model. The bonus­
malus coefficient for the policyholder i is equal to I + an;(ni - ~;) + ae;{tlci - iO(TLC;), 
where ani and ad are the solutions of the linear system 

with 

m~n=I+~ln~; m~e=~iv;;,(I+V~n); bn=exp(v"n+v;;,)-I; 

m~n = m~e; m~e = (;20 + [~i(1 + V;n)(Pc;,2 + ~)1 be = (Pc:, + ~ )exp(f.: + Pc;,). 

14.9 EMPIRICAL RESULTS 

The samples from which empirical results are drawn are part of the automobile 
policyholders portfolio of a French insurance company. 

14.9.1 Allowance for a Time-Dependent Heterogeneity Component in a 
Poisson Model 

The main results obtained in this section are the following: 

Starting from a model with a constant heterogeneity component, the time­
dependence is found significant for our sample. 
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The allowance for a time-dependent heterogeneity component (under a condition 
given in (14)) leads us to give in the prediction less credibility to the history of 
the individual. 
In this section, we explain the number of claims at fault. The rating factors are 
The characteristics of the vehicle: group, class, age. 
The characteristics of the insurance contract: type of use, geographical area. 

Other rating factors are the policyholder's occupation, as well as the year when 
the period began (in order to allow for a generation effect). The regression compo­
nents (more than thirty) are indicators related to the different levels of the rating 
factors. The periods have not the same duration, and the parameters of the Poisson 
distributions are proportional to the duration. 

The policyholders in the working sample are observed on one, two or three 
periods. More precisely, we have 

at least one period 
at least two periods 
three periods 

Number of policyholders observed on: 
85,909 
68,344 
44,428 

The working sample is here a non balanced panel data set. From the estimation a 
Poisson model, we obtain 

'" - 2 "",,(nit -Ait ) = 10,104.3; L~~t =633.1; Ln, =9,552; 
i,t i,t 

'" -2 '"-""" (ni - Ai) = 10,537.1; """ A~ = 1,346.1; 

The semiparametric estimators derived from Section 14.8.1 are 

LL(nit -~it)(nit' -L) 
i (*1' 

i f:J:t' 

i,t 

10,537.1-10,104.3 
---'----"'-- = 0.607. 

1,346.1- 633.1 

The variance of the white noise process (the Sit) is thus less important than that of the 
time independent component. 

Consider an insurance contract observed during one period. We compute bonus­
malus coefficients for the second period from linear credibility predictors. If V" V2 
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are the random effects related to the two periods, we distinguish two cases for the 
prediction. 

i) The heterogeneity component does not depend on time. Then UI = U2, and we 
will restrict to heterogeneous models which are well specified with respect to ex­
pectation. This assumption could be relaxed in the computations that follow. Hence 
E(UI ) = E(U2) = 1 Vcr. = V(UI ) = V(U2). 

ii) The heterogeneity component is time-dependent, and the heterogeneous model 
is the one estimated in Section 14.8.1. Here, UI = RSI ; U2 = RS2• 

The bonus-malus coefficient for the second period is obtained as a + bn)' where 
nl is the number of claims reported during the first period, and 

(see Section 14.4.2). Here, the expectation is taken in the model with random effects. 
As E(U2) = 1, we obtain 

From the identities recalled in equation (4), we have 

Let AI be the frequency premium for the first period, and derived from a Poisson model 
without fixed or random effects. From the comments given after equation (l0), we 
retain E(NI) = f;. Then we obtain V(NI) = f; + f; 2cr~; o;v (AI u), U2) = f; cr~ if the 
heterogeneity component does not depend on time, whereas wV (A.I u), U2) = f; o;v 
(RS), RS2) = f; cr; in the other case. In the first case, a consistent estimator of o-~ is 
for instance 

i,t 

~I 

where 0-; is a consistent estimator of cr; in the second model. As 

are the two credibility coefficients obtained in the two models, the conclusion drawn 
from the two last equations is the following. If cr;, the estimated variance of the white 
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noise recalled in this section is positive (conditions are given in equation (14)), the 
allowance for a time-dependent heterogeneity component leads us to grant less cred­
ibility to the history of the policyholder in the prediction. With the preceding esti­
mations, we obtain 

14.9.2 Allowance for Cost of Claims in Bonus-Malus Systems 

We give here some results developed in full length in Pinquet (1997a). 
The working sample includes 38772 policyholders and 71126 policyholders­

periods. These policyholders reported 3493 claims. The average duration of the 
periods is nine months, and the annual frequency of claims is 6.7%. Here, we retained 
claims involving the property damage guarantee. The rating factors are those of the 
preceding section, plus the level of the deductible. 

A well known result in actuarial literature is that log-normal distributions provide 
a better fit to the data than the gamma distributions. This result is verified on our data. 
Not surprisingly, there is more residual heterogeneity for gamma than for log-normal 
distributions, since heterogeneity expresses misspecification. 

Let us estimate a joint distribution for the random effects related to number and 
cost of claims, through an estimation of the heterogeneous model described in 
Sections 14.3.2.4 and 14.8.4. 

The statistics required for consistent estimation are: 

Ln; = 3,493; Ln;(n; -1)= 590; L(n; -~;/ -n; = 216.24; 
i 

L[(tlc; -iki)2 -nicr20]= L L lcresylcresik =100.80. 
i i/ni'22 1$./). 5:ni.f:l:k 

Let us estimate the covariance between the two random effects: 

= 0.013. 

From equation (15), we have 
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"[ ~ 2 ~O] , _ 7' (tiCi -tlci) -ni(J2 '2 _ . 

~c - ( ,.), -~·n -0.166, 
LA~ 1+ Vln ) 

; 

The correlation between the random effects is positive, but close to zero. 
We compute the bonus for expected cost per claim and pure premium for a con­

tract without claim reported. It is a function of the cumulated frequency premium. We 
obtain the results in Table 1. 

Because of the positive correlation between the two random effects, a cost-bonus 
does appear, but it is very low. 

The bonus-malus coefficients for frequency, expected cost per claim and pure 
premium are functions of three items. i) The number of claims. ii) The frequency 
premium computed for all the periods in the Poisson model without fixed or random 
effects. iii) The relative severity of the claims, as measured by the sum of cost­
residuals computed in the log-normal model. 

We now compute bonus-malus coefficients for policyholders who reported one 
claim. They are a function of the cost-residuallog(c,) - zd3 (c, is the cost ofthe claim, 
and z, represents the policyholder's characteristics when the claim occurred), and of 
the frequency premium. If the frequency premium is equal to 0.1, we obtain the coef­
ficients in Table 2. 

Table 1 
Boni for Expected Cost Per Claim and Pure Premium 
(Contracts without Claims Reported) 

frequency premium 

expected cost per claim bonus (%) 
pure premium bonus (%) 

Table 2 

0.05 

0.1 
2.7 

0.1 

0.1 
5.3 

Bonus-Malus Coefficients (One Claim Reported) 

0.2 

0.2 
9.7 

0.5 

0.5 
19.9 

residual for the frequency of expected cost per 
logarithm of cost claims coefficient claim coefficient 

-1 1.421 0.847 
0 1.437 0.996 
1 1.456 1.17 

0.9 
31.2 

2 

1.5 
44.7 

pure premium 
coefficient 

1.200 
1.427 
1.700 
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Bonus-malus coefficients for the frequency of claims, the expected cost per claim 
and the pure premium are given here for three levels of the relative severity of the 
claim. Consider for instance two claims explained by the same rating factors. A dif­
ference of two between the residuals is equivalent to a ratio of e2 (i.e., more than 
seven) for the two costs. In the preceding table, significant differences between sever­
ities of claims have little influence on the frequency-malus. The increase of the coef­
ficient with the severity is due to the positive correlation between the two random 
effects. The relative severity does have an influence on the coefficient for expected 
cost per claim. This influence depends mostly on the variance of the random effect in 
the cost distributions. Because of the correlation between the two random effects, the 
coefficients related to pure premium are not exactly equal to the product of the coef­
ficients for frequency and expected cost per claim, but differences are very low. 
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Abstract 
Recent financial innovation in managing catastrophe risk, such as catastrophe bonds 
and catastrophe options, may be seen as a specific response to the problem of insur­
ance and reinsurance capacity. This view is bolstered by a clear upward revision of 
estimates of loss potential. An equally compelling case can be made that such inno­
vation is a natural expression of a conceptual revolution, in which the nature of risk 
and its impact on firms, has been reworked. This so called revolution is known in 
financial circles simply as "risk management". 

The first prong of new risk management, why risk is costly to firms, arose from 
an apparent contradiction between the theory and practice of financial management. 
The second prong of risk management is that it is inclusive in nature. I will start with 
a summary of the results of recent literature on why risk is costly to firms and I will 
identify the generic pairs of strategies that are available to manage risk costs. The 
structure reveals how reinsurance, financial instruments, insurance policy design, 
leverage management and organizational form can be used jointly or selectively to 
manage insurer risk. 

Keywords: Catastrophe bonds, catastrophe options, risk management, financial risk 
management, insurance policy design, leverage management, organizational form. 
JEL Classification Numbers: D80, G22. 

15.1 INTRODUCTION 

Recent financial innovation in managing catastrophe risk, such as catastrophe bonds 
and catastrophe options, may be seen as a specific response to the problem of insur­
ance and reinsurance capacity. This view is bolstered by a clear upward revision of 



504 Handbook of Insurance 

estimates of loss potential. Recent earthquakes in Kobe and Northridge, as well as 
events such as hurricane Andrew, have shifted estimates of maximum potential loss 
by an order of magnitude. Furthermore, the emergence of modeling firms using large 
technical and financial data bases, has provided the insurance marketplace with cred­
ible estimates of single events that could overwhelm the insurance industry. For 
example, the U.S. industry faces the real possibility of a $50 to $100 billion loss 
through a major Midwest or Western earthquake or from a hurricane such as Andrew 
hitting Miami. Comparing this loss potential with an aggregate industry surplus of 
about $250 billion, illustrates the precarious financial position of the industry. In this 
view of the world, financial innovation may be seen as an attempt to diversify such 
potential catastrophe losses over the much larger (approximately $13 trillion) capital 
markets. 

An equally compelling case can be made that such innovation is a natural expres­
sion of a conceptual revolution, in which the nature of risk and its impact on firms, 
has been reworked. This so called revolution is known in financial circles simply as 
"risk management" and its application spreads across all firms (insurance and non 
insurance firms) and all manner of risk (insurable and non insurable risk). The timing 
of this conceptual revolution is not accidental. The potential for managing risk requires 
the availability of suitable hedging instruments and the blossoming derivative markets 
have provided the supply. While the term "risk management" has been borrowed from 
insurance usage, the new risk management is a separate beast. The two defining char­
acteristics of risk management (at least as applied to firms) are a very precise 
consideration of why risk is costly to firms and an embracing of all types of risk 
in a co-coordinated strategy. The new risk management is an "integrated risk 
management" . 

The first prong of new risk management, why risk is costly to firms, arose from 
an apparent contradiction between the theory and practice of financial management. 
The intellectual climate of the 1970 's and 1980 's was dominated by the capital asset 
pricing model and its derivatives. Under this view of the world, risk to a corporation 
passes to its stakeholders, notable its shareholders. But since shareholders can, and 
do diversify their portfolio holdings, there should be no gain in value to the firm that 
hedges risk. Why would investors reward hedging firms when investors could repli­
cate any gain on their own account and at low cost? Despite the compelling logic, 
firms and investors did indeed seem to place value on corporate hedging. The con­
tradiction is resolved in a more convincing explanation of why risk is costly to firms. 
The explanation has to do with transaction costs. Risk evokes a number of transac­
tion costs for firms and these costs are borne by the firms owners. By lowering risk, 
one can lower the transaction costs and increase the expected value of gains to 
investors. 

Merely to point out that there was a misunderstanding about why risk created 
costs to firms, seems a little pedantic. Why does it matter as long as we reduce risk 
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and thereby enhance corporate value? It turns out that there are important practical 
reasons for wishing to know why risk was causing a problem. If we know the nature 
of the transaction cost, we can derive a whole new set of risk management strategies. 
The cost of risk can be addressed not only by reducing the risk, but also by reducing 
the transaction cost. This pairing of strategies will be called "duality". For example, 
one reason risk destroys value arises from non-linear tax schedules. One can create 
after tax value either by reducing risk or by engaging in transactions that effectively 
linearize taxes. Similarly, risk is costly to a firm with significant financial leverage 
since risk creates incentive conflicts between fixed income and residual stakeholders. 
The dual risk management strategies are to hedge the risk or change the leverage. 
These complimentary risk management strategies can be identified only if we know 
precisely why risk was a problem. 

The second prong of risk management is that it is inclusive in nature. This is 
sometimes referred to as "global" risk management. The idea is simple. Risk to a firm 
can come from a number of sources. For example, a manufacturing firm may be 
exposed to risk from changes in demand, interest rates, commodity prices and insur­
able exposures. What ultimately matters is the combined impact of all risk exposures 
and risk management strategy is most effective if it addresses combined risk. This 
point should be obvious to insurance folk. Just as an insurer can combine insurable 
exposures and control relative portfolio risk, so a non insurable firm can diversify 
across its many types of risk (financial, economic, insurable etc). Thus, it would be 
strange if a firm that accepted enormous fluctuations in value from daily commodity 
price changes should decide that a $10 million deductible on a liability policy exposed 
the firm to too much risk. 

To bring this discussion back towards the subject of catastrophe risk, first note a 
corollary of the two features of risk management. Given it is the transaction costs 
that arise from corporate structure that create risk costs for firms, and that the 
ownership shares of both insurance and non insurance firms are traded in the same 
market, the same general principles of risk management should apply to insurance 
and non insurance firms. I will start with a summary of the results of recent literature 
on why risk is costly to firms and I will identify the generic pairs of strategies that 
are available to manage risk costs. This approach can then be applied to the risk man­
agement choices for an insurance firm. The structure provides a much richer set of 
strategies than is usually identified (insurers typically contemplate only reinsurance 
and leverage management) and shows how the new financial instruments for hedging 
catastrophe risk have the potential to provide value to the insurance firm. The struc­
ture reveals how reinsurance, financial instruments, insurance policy design, leverage 
management and organizational form can be used jointly or selectively to manage 
insurer risk. Moreover, these various approaches vary in their ability to relieve the 
firm of the various transaction costs that seeded the interest in risk management in 
the first place. 
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15.2 WHY IS RISK COSTLY TO FIRMS? 

15.2.1 Tax Non-Linearities 

Risk is costly to firms because it aggravates a set of transaction costs and thereby 
decreases corporate value.) One simple cost of risk arises from non-linearities in tax 
schedules. The tax functions facing firms typically are convex i.e., higher levels of 
corporate earnings usually encounter higher rates of marginal taxation. To some 
degree, this convexity is built into the tax schedule; initial corporate earnings, like the 
first dollars of individual earnings, are untaxed at the Federal level. Above this thresh­
old, earnings pass through several marginal rates, settling on a constant rate which 
currently is 34% in the U.S. But convexity also arises from other features of the tax 
code. Firms are allowed deductions for certain expenditures such as depreciation and 
loss carry backs. The effects of such deductions is to increase the range of income 
which attracts a zero marginal rate. When deductions are exhausted, the tax rate 
restores to the normal rate thus giving rise to convexity. 

Given tax convexity, Jensen's inequality implies that expected taxes will be 
reduced if the riskiness of earnings is reduced. It follows that the after tax value of 
the firm will rise if the firm hedges earnings risk. If earnings are risky, upside varia­
tion causes a large increase in taxes but downside variation causes little reduction 
of taxes. Thus, earnings stabilization will avoid the large potential upside increase 
in taxes without sacrificing much of a tax decrease on the downside. In this manner, 
hedging can create value by reducing expected taxes.2 

15.2.2 Managerial Compensation 

A second cost of risk to firms arises from its effect on optimal contract design. The 
efficient management compensation contract involves a trade off between risk sharing 
and efficiency. Risk sharing considerations favor payment of flat salary to managers 
since shareholders have a comparative advantage in diversifying. The flat salary avoids 
payment of a risk premium to risk averse and undiversified managers. But efficiency 
favors compensation that aligns the interests of shareholders and managers, i.e., per­
formance related compensation such as bonuses, options, etc, that are related to earn­
ings or share value. The problem is that performance related compensation exposes 
managers to risk and requires the inclusion of a risk premium. In practice, the optimal 
compensation package usually is one that compromises between efficient incentives 
and risk sharing, e.g., a base salary plus some performance compensation. 

Now, if earnings and share price are purged of risk that is outside managers 
control by appropriate hedging, the trade off between risk sharing and efficiency is 

1 For explanations of the cost of risk see Mayers and Smith 1982, Shapiro and Titman \985, Froot, 
Scharfstein and Stein, 1993. 

2 See Smith and Stulz, 1985. 
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avoided. This means that the compensation packet can focus only on the efficiency 
goal and thus be loaded with incentive compensation, without the need to pay the 
manager a risk premium. 

A variation on this idea is that firms often deal with creditors who are risk averse 
and hold an undiversified position in the firm. A specific example is the case of insur­
ance firms. Insurance exists because policyholders are risk averse and relatively undi­
versified. The quality of the insurance product is degraded by the prospect of insurer 
default. Being risk averse, policyholders will be reluctant to bear this risk, even if 
it is priced into the insurance contract. The insurer that is able to reduce default risk 
by hedging, will be at a competitive advantage. Ceteris paribus, policyholders will 
be more likely to purchase its policies and/or pay a higher premium than for the poli­
cies of a more risky insurer. Thus, a demand for reinsurance, is induced from direct 
insurance demand (Doherty and Tinic, 1982). 

15.2.3 Direct Costs of Financial Distress 

If a firm becomes bankrupt then, according to the absolute priority rule, shares expire 
worthless and the firm resorts to the creditors. Any transaction costs, such as legal 
fees, court fees, accounting costs, will be borne ex post, by the creditors. In addition 
to direct costs of bankruptcy, there may be indirect costs, or opportunity costs, which 
also will fall on creditors. When a firm is administered by the court, the normal incen­
tive structure which leads agents to perform efficiently may be disturbed. Contracts 
written with managers, agents, employees and others often have rewards and penal­
ties associated with performance. During a bankruptcy, these contracts are sometimes 
challenged especially if they seem retroactively generous given the firm's current 
plight. Moreover, new contracts written during such a period are overseen by the court. 
Will these contracts written under court supervision, carry the same incentive provi­
sions as contracts written during a normal period under which the firm is monitored 
continuously by the capital market? To the extent that incentive compatibility is 
sacrificed during bankruptcy, the performance of the firm will suffer. The foregone 
value will be lost to the creditors who now "own" the firm. Similarly, value may be 
lost if the selection of investment projects is affected by court supervision. For 
example, during solvent operations, and capital market accountability, the firm may 
be aggressive in its project selection and earn the appropriate premium associated 
with such entrepreneurial activity. If the bankrupt firm is less entrepreneurial in its 
project selection, any loss of value will fall on the creditors. 

The various transaction costs of bankruptcy theoretically fall ex post upon the 
creditors since equity claims have expired worthless.3 Ex ante, these costs will be 

J In practice, distressed firms are not always re-organized according to the absolute priority rule. Many 
distressed firms are re-organized in out-of-court settlements or "workouts". These settlements usually, leave 
the shareholders with some value and the (usually lower) transaction costs associated with workouts will 
fall jointly (according to negotiation) on both classes of stakeholder. 
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anticipated in the value of the bonds. Absent any risk premia, the bonds will be 
reduced by the expected value of the bankruptcy costs. The discount in bond values 
will reflect investor expectations as to the prospective size of the bankruptcy costs, 
together with investor expectations about the probability of bankruptcy. Accordingly, 
any strategy which reduces the probability of bankruptcy (such as hedging) will 
enhance the value of the firm's bonds and thus reduce the cost of capital. 

15.2.4 Agency Costs and the Under-Investment Problem 

Apart from the transaction costs associated with actual financial distress, the prospect 
of future financial distress causes a number of other problems. The most documented 
of these is a form of agency which arises between shareholders and creditors, that is 
often called the "under investment problem". Shareholders have some control over 
the decision making processes within the firm through their ability to appoint and 
compensate the management team (and less directly through their ability to buy and 
sell shares). Creditors lend their money to the firm without such control over its deci­
sion making. Thus, the shareholders are in an agency relationship with respect to the 
bondholders. This relationship generates opportunities for shareholders to transfer 
wealth from bondholders by selecting projects with asymmetric payoffs to different 
classes of investors. 

The agency conflict between shareholders and creditors arises from the non-linear 
nature of claims. Given limited liability, and the residual nature of the equity claim, 
shareholders will tend to over-value high risk investment projects since part of the 
downside risk is "put" to the bondholders. This implies that, either the firm will loose 
value as it fails to select value maximizing investment projects, or that resolution of 
the agency conflict requires costly controls that limit the discretionary power of man­
agers.4 Either way, the value of the firm will be reduced. Moreover, if bondholders 
anticipate such expropriation by high risk project choice, then the cost of debt 
financing will increase. In this way, the costs of inefficient project selection will fall 
ex ante on the shareholders. This loss of value can be avoided if the shareholders can 
credibly commit to hedge any high risk associated with new and existing projects. As 
risk is hedged, the value of the default put falls, and the incentive to select low NPV­
high risk projects is removed.s 

15.2.5 Costly Access to Capital and the "Crowding Out" 
of Investment Projects 

After a firm suffers a loss of assets, such as fire damage to a plant, it is presented with 
an investment opportunity, i.e., to re-invest in the construction of a replacement plant. 
Reinvestment only will add value if the net present value is positive. Reinvestment 

4 See Jensen and Meckling, 1976 and Myers, 1977. 
5 See Mayers and Smith 1987. 
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can be financed in two ways. Under post loss financing, the funds are secured (from 
internal or external sources) after the loss has occurred. Pre-loss financing occurs if 
the funds to reinvest in future prospective losses, are secured and paid for before the 
loss occurs. Insurance is such a source. Premiums are paid in anticipation of possible 
losses, and the insurance proceeds can be used to finance re-investment without any 
future interest or dividend obligation. Thus, insurance may be seen as a source of 
financing for losses, in much the same way as debt and equity are sources of financing. 
Some financing source is necessary for the firm to capture the net present value 
of reinvestment. The decision to purchase insurance involves a comparison between 
the transaction costs associated with insurance (such as commissions, overheads, 
and moral hazard frictions) with the transaction costs of more conventional capital 
sources such as debt and equity. It can be seen that one of the benefits of hedging or 
insurance, is that it permits the firm to undertake value adding re-investment oppor­
tunities, which might be lost if post-loss financing is not forthcoming or is too costly. 

The analysis of the previous paragraph was developed by Doherty (1985) to 
analyze insurance and reinvestment decisions. A more general rational for hedging 
has been developed by Froot, Scharfstein and Stein (FSS) which I will call the "crowd­
ing out" hypothesis. The first element is that capital sources have different costs. FSS 
evoke the work of Myers and Majluffto argue that external capital is more costly than 
internal capital. The costs associated with capital are then used by FSS to develop 
their rationale for hedging. First, firms derive their value from identifying and under­
taking new investment projects. A healthy and growing firm may be investing in 
research and development, developing new products and rationalizing existing oper­
ations. Such firms face a continuing need for capital to fund their investment oppor­
tunities. Given the pecking order of the costs of financing, one would expect such 
firms to adopt a financial strategy (e.g., a dividend policy) to fund as much as feasi­
ble of the project budget from internal sources. Now suppose that such a firm takes 
a sudden loss in liquidity from an uninsured fire or liability suit, a sharp deterioration 
in exchange rates or an unanticipated rise in the price of a commodity that is used 
intensively in production. The loss in liquidity compromises the firm's ability to under­
take its desired investment projects. Empirical evidence cited by FSS suggests that 
for each dollar of unhedged loss, project budgets will be cut by about 30 cents. More 
recent evidence from Minton and Schrand also supports this opportunity cost. 
They show that capital expenditure for firms with high cash flow volatility is about 
19% below the mean and expenditures for those with low volatility is about 11 % above 
the mean. Hedging avoids this loss and protects the ability of the firm to fund its 
investment program. 

15.3 GLOBALITY, DUALITY AND FOUR PRINCIPLE STRATEGIES 

The title of this section seems to suggest a conundrum; is it two, four or many? 
Actually I am addressing four separate issues all of which have an important bearing 
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on the emergence of new risk management instruments and strategies. The issue of 
globality refers to the idea of assessing the joint impact of all risk from all sources 
on the value of the firm and forming a co-coordinate risk management strategy. 
Duality refers to the result that strategies for dealing with the effects of risk on cor­
porate value, come in pairs. Whatever the reason that risk is costly, value can be 
created either by hedging the risk or by adapting the structure of the firm or its oper­
ations such that risk can be borne with lower cost. I will call the second type of strat­
egy "risk accommodation". From these paired strategies, we will isolate four principle 
generic strategies that lie at the heart of recent financial innovation. 

15.3.1 Globality 

The various rationales of the cost of risk to a firm suggest that the point of impact is 
at a highly aggregate level. For example, the tax non-linearity explanation implies that 
it is the risk of the earnings of the taxable entity in a given jurisdiction, that bestows 
costs on the firm (i.e., for Federal US. taxes, the relevant financial number is the US. 
taxable income). For a US. firm, it does not matter whether the income comes from 
the Idaho plant or the Illinois distribution operation, these values are aggregated for 
tax purposes. Nor does it matter whether the source of the risk is an insurance expo­
sure or an interest rate fluctuation which impacts earnings. All that matters is the joint 
impact of all sources of risk on taxable income. When considering financial distress 
rationales, or the crowding out hypothesis, the level of aggregation is higher. What 
matters is the joint impact of all sources of risk to the firm on its probability of insol­
vency, on its leverage and cost of capital, on its share price, etc. Again the riskiness 
of an insurance exposure (or an interest exposure, a foreign exchange exposure, etc.) 
does not matter in isolation. What matters is the joint effect of all risk from all sources 
on the firm's "bottom line". And just as the pooling of many insurance policies will 
result in a low level of relative risk (assuming low correlation) so too will the com­
bination of various types of risk to the firms (insurable, financial, interest rate, mar­
keting, etc) lead to similar benefits of diversification. This is no more than the law of 
large numbers (the very basis of insurance). The agency costs between fixed income 
stakeholders and residual claimants of the firm arise without reference to the source 
of risk. Moreover, the crowding out of new investments is likely to be equally severe 
if the depletion of internal funds was the result of an uninsured liability loss or a 
sudden shift in the price of the firm's major raw materials. 

15.3.2 Duality 

In Section II, I outlined five mechanisms by which risk can reduce corporate value. 
The idea of duality is simple. If risk destroys value, then value potentially can be 
restored either by reducing risk or by organizing the firm and its operations so that 
the risk is less costly. In Table 1, I layout all five forms of risk cost and against each 
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Table 1 

Type of risk cost 

Tax non-Iinearities 
Financial Distress-agency conflict 
Financial Distress-transaction costs 
Cost of Capital-Crowding Out 
Incentive Compatible Compensation 

Hedge 

Hedge 
Hedge 
Hedge 
Hedge 
Hedge 

Risk accommodation 

Tax Arbitrage-Reinsurance 
Reduce Leverage 
Reduce Leverage 
Alternative Financing 
Re-write compensation contract 

describe two strategies; hedging or accommodation. Consider each of the mechanisms 
starting with tax convexity. If taxes are convex, then expected taxes will fall as risk 
falls. Firms have a second option in tackling this problem; they can leave the risk 
alone but effectively "linearize" their tax obligations. There is a quasi market for firms 
to "trade" tax shields. The most well known aspect of this market is that for leasing 
which is driven largely by the lessor retaining ownership of an asset and exploiting 
its comparative tax advantage over the lessee in depreciating the asset. Similarly, there 
is some evidence to suggest that reinsurance trade is partly explained as an arbitrage 
between insurers with different marginal tax rates. (Keun ock Lew 1991, Garven and 
Louberge 1996). 

The second mechanism by which risk reduces value was that it compromises the 
ability of firms to write managerial compensation schemes with efficient incentives. 
One risk management strategy is simply to hedge the risk so that directors can write 
incentive compatible compensation schemes (i.e., link compensation to stock price or 
earnings) without having to pay managers a risk premium. The second strategy is to 
link managerial compensation to alternative (accounting) performance measures that 
are purged of risk. This is known as a "phantom hedge" since the risk in earnings 
(etc) need not be actually hedged. Instead an accounting measure is derived as though 
there were a hedge in place, and then compensation is based on the accounting 
measure. Ideally such measures should carry a strong signal of management perfor­
mance, but should have little extraneous noise; i.e., they should have a low noise to 
signal ratio. 

A similar dual strategy set is available to address the remaining risk mechanisms. 
The expected value of bankruptcy costs and the agency costs between creditors and 
equityholders arise jointly from the effects of risk and leverage. Two risk management 
strategies immediately suggest themselves; reduce risk or reduce leverage. Similarly, 
with the crowding out hypothesis, reducing risk by hedging will mitigate the problem. 
But here too leverage management can be used as a complementary or competing 
strategy. For example, the problem of crowding out can be reduced by maintaining 
a lower leverage and by reducing dividends. In this way, the firm will be in a stronger 
position to finance new investment projects from preferred sources of capital even 
after an unhedged loss. 
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15.3.3 Four Principle Strategies 

Of the various strategies identified in Table I I will isolate four generic types that are 

central to the discussion. 

Asset Hedge 
An "asset hedge" can be defined as an asset which provides a hedge against the risk 
in some other asset. A portfolio comprising the basic asset and the hedging asset has 
little or no risk. The asset hedge can be represented in a portfolio F in which an amount 
$ is invested in two assets. The first basic asset has a payoff of AB for each dollar 
invested. The second asset, the hedging asset, has a per dollar payoff of AH . The capital 
$ is allocated over the two assets in the ratio {I : h} and the correlation coefficient PBH 
is negative (in the limit approaching negative unity). 

ASSET HEDGE F = $(AB + hAil) where 0> P BH ~ -1 (1) 

If PBIl = -1, then some hedge ratio h* can be chosen such that the portfolio is risk­
less; i.e., COY {$(AB + h* All)} = O. A reinsurance policy is a traditional form of asset 
hedge for the insurer. A newer instrument is the catastrophe option which is an option 
written on the value of an index of insurance company claims and yields a payoff 
when the index triggers a pre-set value (the striking price). 

Liability Hedge 
A hedge can be achieved on the opposite side of the balance sheet. Instead of the 
hedging asset, the portfolio includes a liability LH as follows. 

LIABILITY HEDGE F = $(AB - hLIl ) where 0 < P BH :s; 1 (2) 

If PBH = 1, then some hedge ratio h* can be chosen such that the portfolio is riskless; 
i.e., COY {$(AB - h* LH)} = O. Many of the newer risk management strategies are 
indeed liability hedges. 

Postloss Equity Re-Capitalisation 
The reasons for managing corporate risk included the avoidance of bankruptcy costs 
and the protection of the firm's continuing ability to pay for sudden losses and 
to finance investment opportunities. One way to address these concerns is to re­
capitalise the firm after a loss. The gain is that the firm receives an injection of funds 
when it is most needed without an increase in leverage. Moreover, an insurer may 
unable to pay for cat losses from current liquid assets, despite having substantial illiq­
uid assets, especially the franchise value of future operations. Re-capitalisation is 
essentially a tool to release these illiquid assets and permits the firm to continue oper­
ating and preserve its franchise value. I will examine two strategies. The first is simple 
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postloss equity financing. 6 A feature of this strategy is that the price at which new 
equity can be issued is reduced by the loss. A second strategy is for the insurer to pur­
chase a put option on its own stock that can be exercised after a catastrophe of defined 
magnitude. These new instruments have recently been assembled under the trade name 
"Cateputs". 

Leverage Management 
Risk accommodation strategies are several, depending on the particular type of risk 
cost. Tax arbitrage can be appropriate to mitigate the effects of tax non-linearities, and 
re-writing of managerial compensation contracts can mitigate the adverse effects of 
risk on managerial decision-making. But I will venture that the most important risk 
accommodation strategy involves the control of leverage. This strategy can be used 
to address ex post costs of financial distress, the agency costs that arise from lever­
age and prospective insolvency and the crowding out of new investments. Leverage 
management may simply involve reduction of the level of leverage. This reduces the 
agency cost between creditors and residual claimants and reduces the expected value 
of bankruptcy costs. Moreover, if a sudden loss arises, the firm will find itself in a 
stronger position to approach capital markets for new funding (either to reconstruct 
destroyed assets or to fund new investment projects). Alternatively, dividend policy 
may be used to address directly the crowding out problem. Lower dividend payouts 
will enhance the ability of the firm to fund future projects from internal funds and 
reduce the probability that projects will be lost for lack of access to low cost capital. 

In applying the above structure to the management of catastrophe loss, I will 
not discuss leverage management for insurers in any detail. This lack of attention 
does not reflect its lack of importance as a risk management strategy. Quite the reverse. 
The use of surplus management and reinsurance to reduce leverage and there by 
reduce the probability of ruin, is the subject of an extensive actuarial literature. The 
newer innovations in insurer risk management have concentrated on new types 
of hedges, such as cat bonds and futures and this is where I will focus. Indeed it is 
these new types of financial instruments that are providing competition for traditional 
reinsurance policies. 

15.4 

15.4.1 

CATASTROPHE RISK: INSURANCE, REINSURANCE & 
FINANCIAL INNOVATION 

Reinsurance: Credit Risk, Basis Risk and Moral Hazard 

Simple diversification will not always remove risk from a primary insurer's liability 
portfolio. For example, liability insurance is subject to significant correlation, since 

6 See Doherty 1985 for a risk managment analysis of this strategy. This is compared with postloss debt 
financing and pre-loss (insurance) financing. 
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changes in liability rules can simultaneously affect all policies in an insurer's portfo­
lio. Catastrophe insurance is subject to even more apparent correlation. Thus, the law 
oflarge numbers cannot be relied upon to remove relative risk. Reinsurance is the tra­
ditional hedging instrument available to primary insurers. However, its use does 
involve significant transaction cost which are now discussed. 

Credit Risk? 
Catastrophe hedging instruments face design choices that trade off various inefficien­
cies against each other. Reinsurance can be used to illustrate these trade offs. 
First, there is credit risk; the risk that the reinsurer will be unable to pay its obliga­
tion to the ceding firm. The recent $17 billion Andrew losses and the $12 billion 
Northridge losses revealed some chinks in the insurance industry's armor and esti­
mates of a repeat of the 1906 San Francisco earthquake have forecast widespread 
insolvencies amongst primary firms (Doherty, Kleffner and Kunreuther 1991). 
Such insolvencies would be transmitted to reinsurers. Indeed, the defaults could be 
disproportionately large in the reinsurance industry. Typically, a catastrophe reinsur­
ance contract only covers the right hand tail of the primary's loss distribution (a "stop 
loss" coverage). Normally the expected payout of the reinsurer is quite small but the 
variance is high. Thus, the coefficient of variation for cat reinsurace is usually very 
high. While the reinsurance premiums is usually based on the expected payout 
with a loading related to risk, the high risk-return ratio requires high risk capital or 
carries a high ruin probability. It has been estimated that large catastrophes would 
probably cause widespread insolvencies. Initial estimations of potential industry 
payouts for large catastrophes (Cummins and Doherty 1996) support this conclusion 
with the number of insolvencies rising disproportionately with the size of the 
catastrophic loss. 

Basis Risk 
While credit risk is present with reinsurance, basis risk is resolved. Reinsurance 
payoffs are geared to losses sustained by the primary insurer. Contracts usually cover 
the primary firm's portfolio losses on designated lines of business (treaty reinsurance), 
or specific primary policies (facultative reinsurance). Moreover, policies share risk 
between primary insurer and reinsurer according to linear or non-linear formulae. 
Thus, while the primary firm will retain some risk, there is no mismatch between the 
asset on which the reinsurance payoff is defined and the asset to be hedged. In other 
words, there is no basis risk. It is possible to imagine a "reinsurance" contract with 

7 An aspect of credit risk that is not developed in this paper is liability risk. Litigation does arise between 
primary insurers and reinsurers over contract wording or over the conduct of the parties. The prospect of 
non delivery on a reinsurance contract, and the costs of enforcing legal claims against reinsurers are 
significant costs. The new instruments that are discussed later can be expected to face similar liability 
risk. For example, one can expect cases in which investors maintain that the dimensions of risk were not 
properly represented or that the issuer did not act appropriately to control the level of risk. 
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basis risk. If an insurer purchased a reinsurance contract with a payoff structured on 
the industry losses, rather than on the primary firm's own losses, there would be basis 
risk. The extent of basis risk would depend on the correlation between industry and 
firm losses; the lower the correlation, the higher the basis risk. The discussion of basis 
risk is important since it forms an important design element in structuring new hedges 
and it can be used to mitigate another inefficiency, moral hazard. 

Moral Hazard 
Moral hazard is the flip side of basis risk. Moral hazard arises with all insurance poli­
cies. With reinsurance contracts, moral hazard can take two generic forms; ex ante or 
ex post moral hazard. Ex ante moral hazard arises when, due to reinsurance protec­
tion, the primary insurer fails to take actions to reduce future losses or takes actions 
that increase losses. This occurs because the reinsurer cannot monitor the primary 
continuously and condition the reinsurance contract on the primary's behavior. Thus, 
the primary firm may be lax in its underwriting procedures, pay inadequate attention 
to spread of risk and fail to provide adequate risk audits for potential new policies. 
Naturally, the reinsurer will anticipate this behavior and some level of monitoring will 
take place. But monitoring is costly and the combination of the costs of monitoring 
and the excess losses suffered due to inadequate underwriting provides a measure of 
the costs of moral hazard. These costs are substantial. Industry sources frequently put 
the transaction cost of reinsurance at 20% of premiums or higher. These direct costs 
take the form of commissions and premium loading. In addition, many reinsurance 
relationships are implicitly long term and implicitly experience rated, to compensate 
for costly monitoring. These temporal relationships constrain the parties and con­
tribute to the costs of moral hazard. It may be noticed that moral hazard arises 
from the quality of the hedge; i.e., from the absence of basis risk. Consequently, the 
structuring of a catastrophe hedge, provides the opportunity for trading off these two 
features. 

Ex post moral hazard arises when the loss settlement practices of the insurer are 
relaxed due to the presence of reinsurance. This is a particular problem for catastrophic 
losses. The loss settlement capacity of any insurer (and of the industry) is reasonably 
geared to the normal levels of loss frequency. When an event such as hurricane 
Andrew arises, primary firms simply do not have the capacity to inspect and negoti­
ate claims settlements thoroughly. Thus, it becomes more difficult to prevent the "build 
up" of claims (policyholders including uninsured damage in the claim or exaggerat­
ing the size of the loss) or outright fraud on the part of policyholders. However, 
the incentive for the primary insurer to control its claims will be relaxed if it has 
reinsurance protection. The primary may be able to avoid the abnormal transaction 
costs of settling claims, and even buy some goodwill with its policyholders by making 
generous settlements with policyholders and passing the costs of excess settlements 
to its reinsurer. Also, insurers are often pressured by regulators to be prompt and 
generous in settling losses in a highly publicized catastrophe. When protected by 
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reinsurance, the primary insurer can achieve regulatory goodwill and pass the cost to 
the reinsurers. 

Of course, there are constraints on this type of behavior. For moderate losses, the 
primary firm may well consider its reputation in the reinsurance market before engag­
ing in such opportunistic behavior. Primary insurers will seek future reinsurance pro­
tection and a history of moral hazard will hardly stand them in good stead. In the 
event of severe catastrophes, the normal constraints on such insurer moral hazard will 
be especially dulled. When insurers are facing financial stress, their reputation in 
returning to reinsurance markets in the future, is unlikely to be so constraining. 

A More Formal Look at Moral Hazard and Reinsurance 
Let us look at moral hazard a little more formally. The object is to see how moral 
hazard affects the design of reinsurance contracts and the structure of reinsurance 
markets. In particular, I wish to be able to show why reinsurance locks the parties 
together into long term relationships and why these relationships appear so costly 
relative to hedging instruments traded on financial exchanges. To start, consider a very 
simple single period valuation model of an insurer. At the beginning of the year the 
insurer contributes equity capital of E and receives premiums P (net of expenses). The 
initial funds E + P are invested at a random rate of return rj for one year and then 
losses L (also random) are paid. Thus, the terminal value of the insurer's equity is: 

T = (E + P)(1 + rJ - L (3) 

Now add reinsurance. At the beginning of the year, the insurer pays an amount R as 
a reinsurance premium. The policy assumed is a treaty stop loss policy which pays 
the insurer when losses on an underlying insurance portfolio I, exceed a deductible 
(striking price) S. The payoff to the reinsurance can be represented as a call option 
and we use the notation C(I; S). The term "h" is the hedge ratio, which may be inter­
preted here as the proportion of the primary's losses above S that is reinsured. Natu­
rally, the premium also depends on I and S (i.e., R = R(I; S)). In normal arrangements, 
the reinsurance coverage is based on the ceding insurer's portfolio, or some particu­
lar lines. There is no inherent basis risk other than that assumed by the ceding company 
by accepting a deductible. Thus, for reinsurance, we can consider I and L as identi­
cal. With other hedging instruments, basis risk can be present and we will keep the 
distinct notation. The final element is mitigation. The insurer is able to reduce the 
level of expected loss, by spending an amount "a" on mitigation (better underwriting, 
loss control, loss adjustment, etc). While mitigation is a direct cost to the insurer, 
losses will decline as more is spent on mitigation. The terminal value of equity can 
be shown as: 

E(T) = {E - P - R(I;S)}(1 + E(/f)) - E(L(a)) + hC(I;S) - a (4) 
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Now consider that optimal choice of mitigation for the primary insurer. 8 Using normal 
optimization techniques, this can be represented by the first order condition: 

dE(T) 
~= (5) 

The first term (-dE(L(a))/da) shows the effects of increasing mitigation 
spending by $1 on the primary's expected losses; the second term (-1) shows the 
direct cost of increasing mitigation expense by $1; and the third term 
{h(dC/dJ)(dJ/dL)(dL/da)} shows the effect of the additional mitigation (and therefore 
reduced expected claims for the primary) on the expected recovery under the rein­
surance policy. If there were no reinsurance, the primary insurer would fully inter­
nalize the benefits of spending on safety and the third term would drop out leaving 
(6) in the form -dE(L(a))/da = l. This can be interpreted as follows. The primary will 
spend an amount on mitigation until the additional dollar of expenditure on mitiga­
tion brings a reduction of one dollar in expected losses. However, reinsurance disturbs 
this balance. With reinsurance, the third term becomes important and this will serve 
to reduce the primary's choice of mitigation. Any benefit to the primary in terms of 
reduced policyholder claims, simply reduces the reinsurance recovery. The higher the 
deductible the lower the choice of mitigation. Since reinsurers will rationally 
anticipate this reduction in mitigation in the reinsurance premium, the primary 
will end up paying in advance for additional incurred losses. If there were no con­
tracting costs, the primary could commit to a given level of mitigation and the rein­
surance contract would be priced accordingly. However, this commitment requires 
monitoring costs for commitment and these costs can be high.9 This is the nature of 
the moral hazard problem. However, we can use a little more structure to evoke a well 
known solution. 

Denote the primary insurer's profit (before any transaction costs of risk consid­
ered in section II) as n p = np(R, L, S, h) - a. To account for the various costs of risk, 
I will assume that the insurer's value is a concave function of np but I will also use 
the common device of assuming that value is separable in mitigation a. 

8 This analysis establishes the optimal mitigation given the basis risk. For some problems the basis risk 
can be determined exogenously and this will require joint solution of mitigation and basis risk. The appro­
priate methodology is to estimate optimal mitigation as a functional relationship of basis risk; then to choose 
the value maximizing level of basis risk subject to the ex post optimization of mitigation. 

9 For example, an important aspect of primary insurer mitigation is the level of resources it allocates to 
settling losses and its willingness to avoid making generous loss settlement to capture goodwill from cus­
tomers and regulators. 

The difficulty of pre-commitment is that the level of mitigation is not easy to measure. The primary has 
to settle claims after a cat loss. The level of mitigation relates partly to the expenditures undertaken by the 
primary in settling policyholder losses. This itself is fairly easy to measure this expenditure but to specify 
in advance what level of expenditure is appropriate for any given loss is more complicated. 
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Vp = f U{np(R,L,S,h)}f(L;a)dL-a (6) 

Where j{L; a) is the conditional probability of observing losses L given mitigation 
level of a. Notice that U{·} resembles a utility function and concavity is analogous to 
risk aversion. However, here we mean that the various transaction costs of risk 
suggests that more risk yields lower value and thus a concave mapping of np into Vp • 

The primary's optimal choice of "a" can now be represented by the following first 
order condition which is called the "incentive constraint". 

f U{np(R,L,S,h)}fa(L;a)dL = 1 (7) 

Now consider the optimal ex ante design of the reinsurance contract. To avoid un­
necessary restriction of the problem, let the reinsurance premium R be a function of 
the revealed losses L (in other words, allow retrospective rating). Moreover, we can 
represent the comparative advantage of the reinsurer by assuming that it can diversify 
catastrophe risk and that it is effectively risk neutral. Designing an optimal policy now 
can be presented as a standard "principal-agent" problem. If the reinsurer (the prin­
cipal) cannot directly monitor "a", it can choose to condition the premium, R, on the 
revealed value of L. With standard assumptions, the problem becomes one of mini­
mizing Vp subject to the incentive constraint and a second (participation) constraint 
to ensure that the primary will actually purchase the contract offered. The solution 
is well known; the optimal reinsurance premium R is a non decreasing function 
of the revealed loss L.1O The optimal design of the reinsurance contract is one with 
retrospective premiums. 

The adaptation of the standard one period principal agent problem to the design 
of reinsurance yields retrospective premiums. The single period model has been 
extended to many periods!! with the analogous result that the payment between the 
principal and the agent be related to prior losses (experience rating).!2 This prediction 
is testable, though casual observation of the reinsurance market suggests that it follows 
the model. While I am not aware of formal tests, long term relationships are normal 
in this market and it is common practice for poor claims experience against the rein­
surer to be recovered in future premiums. This practice has been formalized over 
recent years with the introduction of finite reinsurance. By defining a fixed period, 
and limiting indemnity in relation to accumulated premiums, the reinsurance contract 

10 See Kreps chapter 16 for a presentation of this problem (not in a reinsurance setting) and for the 
necessary assumptions. 

" See Lambert (1986) (again not in a reinsurance setting). 
12 The presence of long term contract and ex post rating can also be explained by other information 

problems. If information on which to base premiums is asymmetrically distributed, then prior rated con­
tracts may not be closed. However, both parties may still gain from ex post rating, since this Bayesian 
update is observed equally by both parties. 
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begins to look more like a debt instrument. But whether formally, or informally, setting 
reinsurance premiums to actual loss experience increases the degree of risk retained 
by the primary insurer; this additional retention being part of the cost of addressing 
the moral hazard. 

Of course, reinsurers also can address moral hazard by increasing the resources 
devoted to monitoring the behavior of the ceding firms and conditioning the reinsur­
ance coverage on this behavior. If reinsurers can monitor at low cost, then it will be 
more efficient to do so than to impose risk on the primary through ex post rating. In 
practice one would expect to see some monitoring and some rating. In this case, the 
costs of moral hazard would be incurred partly in monitoring cost, partly in impos­
ing risk on the primary through ex post rating and, to the extent that these did not 

completely eliminate expropriatory behavior, partly through increased claims. 

15.4.2 Alternative Risk Management Strategies For the Primary Insurer 

The four principle risk management strategies identified for the firm were asset 
hedges, liability hedges, ex post financing and leverage management. This structure 
helps us to organize the instruments that are beginning to appear, but also it is useful 
to think through new strategies. In Figure I the three vertical shafts identify three 
types of risk for the primary insurer; these are not exhaustive but illustrative. 
First, consider asset hedge strategies. The obvious one is reinsurance and we can target 
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this to catastrophe risk, other insurance risk, or possibly blanket coverage for all lines. 
Catastrophe risk also can be hedged by a catastrophe future of the type sold on 
the Chicago Board of Trade which will be discussed presently, but which is in 
effect a reinsurance policy sold by investors instead of reinsurers. The insurer 
can hedge its asset risk (i.e., risk on its stock and bond portfolios) by appropriate 
financial instruments such as stock options, interest rate futures, etc. Similarly, the 
insurer can cross hedge; i.e., choose to hold its reserves in financial assets that are 
positively correlated with insured losses. This is, of course, asset liability portfolio 
management. 

Figure I also shows possible liability hedges. Liability hedges involve debt for­
giveness should the loss experience be unusually large. Two such approaches can be 
distinguished according to who holds the debt. The insurer can issue debt to financial 
institutions or investors. When such debt contains a provision for forgiveness (prin­
cipal, interest or both) on the basis of insured loss experience, then we shall call it 
a cat (catastrophe) bond or an "act of god" bond. But insurers, by their very nature, 
issue debt like instruments in the form of insurance policies. It is possible to include 
in this policy "debt" a forgiveness provision which reduces the amount payable to pol­
icyholders, depending on individual policyholder loss experience, the insurer's aggre­
gate loss experience or the insurer's overall profits. One possible provision is to reduce 
the proportion of each individual's loss that is payable, as the insurer's aggregate loss 
rises. In a crude way, this is achieved by having different deductibles for cat loss and 
non cat loss. For example, it is usual practice to insure earthquake risk in California 
with a deductible that is a percentage of the property value; but to have no deductible 
for non catastrophe losses. We show this as "policy restrictions" in Figure 1 and focus 
the hedge on cat losses. A more direct hedging device it to require all policyholders 
to contribute higher premiums (or accept reduced policyholder dividends) if aggre­
gate profitability falls. Indeed this is simply mutual insurance and mutual insurance 
is a liability hedge. Since pure mutualization gives the policyholder an equity stake 
in the whole insurance operation, we show "mutualization" as hedging risk in all three 
columns. 

The third set of strategies involves postloss financing. These involve re-capitalis­
ing the insurer after loss. These strategies respond particularly to the Froot Scarf stein 
and Stein "crowding out" hypothesis and are designed to provide the insurer with 
a new source of capital after the loss. This will enable the firm to pay for cat losses, 
fund new investment opportunities and continue to operate to reap future profits. The 
two strategies identified in Figure 1 differ in the price at which postloss equity is 
issued. Equity can be issued at the postloss market value; i.e., reflecting the devalua­
tion caused by the loss. The second is to pre-commit to a fixed purchase price; thus 
the instrument becomes a put option and partly hedges the loss. 

The fourth set of strategies involve leverage management. We will not dwell on 
these strategies in this section, since there is an extensive literature on the determi-
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nation of appropriate leverage for insurers. Of course this wheel is important; I simply 
do not wish to re-invent it here. 

15.4.2a Asset Hedges 

Catastrophe Options 
New types of catastrophe instruments are often explained in terms of the need to 
provide direct access to capital markets to supplement the limited capacity of rein­
surance markets. Noting that catastrophe risk is not highly correlated with capital 
market returns, then the required rate of return to attract capital is the risk free rate. 
Current rates on line for reinsurance are sufficiently high to be able to beat the risk 
free rate. But this explanation is incomplete. If attractive investment opportunities are 
available to investors from shorting catastrophe risk, why is there not an influx of 
capital into reinsurance firms? It seems that high rates on line support the high trans­
action costs associated with reinsurance rather than excess returns to reinsurance 
shareholders. Thus, if new instruments are to compete successfully with reinsurance 
and to be attractive to investors, they must be designed to lower transaction costs. 
Moreover, since the dominant transaction costs is that due to moral hazard (excess 
losses, the additional costs of monitoring, and locking parties into long term rela­
tionships), then successful securitization of catastrophe risk requires more effective 
ways of dealing with moral hazard. Also important is the ability of new instruments 
to address credit risk. 

With reinsurance, the source of the moral hazard was the absence of basis risk. 
This can be seen by the term (JII(JL in equation 5. Since reinsurance is defined on the 
primary's loss L, then / = Land (JIIaL = 1. This means that there is no basis risk and 
the third term in (5) operates to reduce the optimal level of mitigation. As the term 
a/faL gets closer to zero, there will be more basis risk, leaving (5) in the form -
aE(L(a))/oa'" 1. In this case, there would be little moral hazard and the primary would 
mitigate close to the social optimum. As we shall see, one of the main defining fea­
tures of cat options, and some other new instruments, is their introduction of basis 
risk as a method of addressing moral hazard. 

Catastrophe options are traded on the Chicago Board of Trade. The basic struc­
ture of these contracts is similar to other options and, except for the difference in basis 
risk, resembles stop loss reinsurance. The CBOT contracts are defined on various 
industry (mostly quarterly) indices of property liability losses. The indices are defined 
by region within the u.s. There is a national index, regional indices (Western, 
Midwestern, Southeastern, Northeastern and Eastern) and state indices (California, 
Florida and Texas). When index losses exceed the striking price, the contract pays the 
difference between the index value and the striking price. The basic instrument can 
be used to derive many trading strategies (spreads, strips, etc.) in much the same 
fashion as stock options. 
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The effects of hedging with catastrophe options can be presented in the same 
formula used for reinsurance. 13 The trading strategy shown is a long position in a call. 
In equation 4, the term R(I; S) can be re-interpreted as the price of the option. Here 
"h" is the number of contracts purchased and C(I; S) is the payout on a standard con­
tract on index "I' with strike price "S". However, since the insurer pays its own losses 
"L", but receives a payoff based on the chosen index "1', there is basis risk (L does 
not equal I). The size of the basis risk will vary. First, the insurer's own losses will 
contribute to the index, but for many insurers this will be modest. Second, to the extent 
that the primary has a portfolio similar to that of the other insurers comprising the 
index, the basis risk will be small. Indeed one would expect the hedging demand for 
CBOT options to be strongest for insurers with representative portfolios. 

The major benefit of defining the option on the index, is that it controls moral 
hazard. The primary insurer that is able to practice ex ante or ex post mitigation, will 
receive much of the benefit of that activity in the form of reduced claims. However, 
this benefit will not be offset by a reduction in the payoff to the option, except to the 
limited extent that the primary's reduced losses affects the index. The idea can be illus­
trated by a simple example. Suppose that an insurer has a portfolio that represents 5% 
of the market covered by the index and correspondingly wishes to buy a call option 
that pays 0.05 times the payoff on the amount by which industry losses exceed "S". 
Since "I' is the sum of industry losses (I == U i), then spending of "a/'on safety by 
insurer "i" will reduce the index at the rate CJLlCJai' But since the primary is hedging 
only five percent of changes in the index, then the primary's payoff on its call posi­
tion will be reduced only at the rate (0.05)CJLICJai.14 In contrast, spending on mitiga­
tion reduces the primary's own claims obligations to its policyholders at the full rate 
CJLlCJai' Thus, mitigation yields a large marginal net benefit to the primary (0.95 times 
CJLICJaJ. 

Catastrophe options face similar credit risk to reinsurance. Many financial instru­
ments use "mark to market" to address credit risk. When the instrument is written on 
an underlying asset whose price evolves as a smooth process, "mark to market" offers 
considerable credit protection. This device prevents the build up of large liabilities. 
However, the temporal path of catastrophe insurance liabilities is anything but smooth. 
With storms, the lead time is, at most a few days. With earthquakes, the liability can 

13 Other hedging strategies can be derived. One that offers some continuity with traditional reinsurance 
strategies is to buy a spread. This involves holding a call option with one striking price and selling another 
call with a higher striking price. The effect is to obtain a layer of hedge protection between a range of index 
losses. Apart from the fact that the loss is defined on the index, this arrangement is similar to layered rein­
surance arrangements. 

14 The same concepts can be described in the appropriate terminology. CBOT options are denominated 
in payment of $200 for every $100 million change in the index. Each $100 million in the index is referred 
to as a "point" Thus, the primary wishing to hedge for a 5% of the amount by which the index exceeded 
a chosen striking price, would purchase 25,000 units. Thus, if the strike price was 400 and the index was 
450, the payoff on this position would be (450-400) times (200) times 25,000 = $250 million. Notice that 
$250 million is exactly 5% of the amount by which industry losses ($45 billion) exceed the strike price 
($40 billion). 
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change from zero to billions of dollars in one second. "Mark to market" is of little 
use. Sellers of catastrophe bonds are required to maintain a margin account. However, 
this device offers only limited protection unless the account is maintained at a level 
equal to (or close to) the maximum possible loss. Thus, catastrophe options impose 
some credit risk. The CBOT options offer a second line of defense. The CBOT main­
tains a security fund. However, the scale of this fund is small compared with the multi 
billion dollar liabilities that are plausible with these instruments. This is not to say 
that the credit risk is severe, only that it is potentially severe. The degree of credit risk 
depends on the spread of liability amongst investors who take short positions in these 
instruments. The point is that the structural design of this, and other asset hedges, 
introduces credit risk. As we shall see below, the structural design of the liability 
hedges avoids this problem. 

lS.4.2b Liability Hedges 

Catastrophe Bonds 
Debt forgiveness instruments go by several names; insurance linked bonds, Act of 
God bonds, catastrophe bonds and (anciently) bottomry. The idea is very old, dating 
to the medieval origins of insurance in Italy. A primitive arrangement was for mer­
chants to fund ventures by borrowing to pay for the ship and/or cargo. However, in 
the event of the loss of ship or cargo, the debt would be forgiven. Thus, the lenders 
were "insuring" the vessel and its cargo. The idea has recently re-appeared. Recently, 
bond issues have been announced by insurers, that have forgiveness provisions in the 
event of catastrophic losses; the consideration being a higher interest rate. The generic 
design can allow for interest and/or principal forgiveness which can be total, partial 
or scaled to the size of the loss. Moreover, the forgiveness can be triggered either by 
catastrophic losses to the issuing firm, or to catastrophic losses measured on some 
composite index of insurer losses. 

The effects of hedging with cat. bonds can be analyzed with equation (8). The 
insurer issues debt with a face value D which must be repaid with interest at a rate r. 
However, the debt can be forgiven (here I illustrate with the principal being forgiven 
not the interest) according to a loss index I. The forgiveness is shown by the term 
hC(I; S) which indicates that the cat bond is really a simple bond with an embedded 
call option written on the catastrophe loss. 

T = {E + P+D}(I + E(rJ)- E(L(a))- D{I-hC(I;S)+r}-a (8) 

The analysis of moral hazard is similar to that for asset hedges. Condition (9) 

below shows the first order condition for mitigation for the primary insurer which is 
identical to condition (5). The first term shows the effect of mitigation on the primary 
insurer's losses; the second term shows the increased marginal cost of mitigation; and 
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the third term is the effect of reduced mitigation (and therefore increased losses) on 
the cat bond forgiveness. 

dE(T) 
(]a 

dE(L(a)) 
(]a 

(9) 

The interpretation of (9) depends on whether there is basis risk or not (i.e., 
whether I equals L). Consider that the cat bond is forgiven on the basis of the primary's 
own catastrophic losses, 1= L. This moral hazard effect is similar to that under rein­
surance. If the cat bond is forgiven dollar for dollar against the primary's own cata­
strophe losses, the primary has little, or no, incentive to control those losses. 
Controlling losses simply increases the amount of debt that must be repaid (the first 
and third terms would simply cancel out). With no cat bond, the primary would have 
reaped all the benefit of mitigation and would have chosen a level of mitigation at 
which marginal benefit equaled marginal cost. 

Now if the cat bond is forgiven on the basis of some industry index of catastro­
phe losses, I "* L, the moral hazard is similar to that for the catastrophe option. The 
primary spending on mitigation will only reduce the debt forgiveness to the extent of 
its share of the index. Thus, the primary contracting for forgiveness at the rate of 5% 
of the index (i.e., $5 of debt is forgiven for every $100 increase in industry losses) 
will reap a net benefit from mitigation equal to 95% of the reduction in its direct 
claims. 

This analysis shows that cat bonds can be designed to achieve different balances 
between basis risk and moral hazard. Given freedom to select indices, the primary 
may well be able to identify some industry portfolio with similar exposure to its own. 
If it can, the basis risk from writing the cat bond on this index will be small, and the 
moral hazard problem will be largely mitigated. If the primary's portfolio is not rep­
resented well by a convenient industry loss index, then the hedging properties of an 
index based cat bond will be poor, even though moral hazard is addressed. In such 
circumstances, a cat bond based on the primary's own losses may be preferable with 
other controls (e.g., monitoring) used to address the moral hazard. 

Cat bonds avoid the credit risk to the issuer, that is found with reinsurance or cat­
astrophe options. Bondholders provide the hedge to the insurer by forgiving existing 
debt. Thus, the value of the hedge is independent of the bondholders' assets and the 
issuing primary insurer has no risk of non-delivery on the hedge. In essence, the cat 
bond is similar to a reinsurance contract in which the reinsurer opens a margin account 
equal to the maximum expected loss. Moreover, the primary insurer has access to the 
margin account. This avoids all possibility of default to the primary. IS 

15 The risk to the bondholder is of interest. Had the primary issued a non forgiveness bond, it would 
have been subject to default risk. However, one of the most likely causes for default on such an issue would 
be that the primary insurer suffered catastrophic losses. What the cat bond does, is to turn the default risk 
(i.e., the implicit default put) into an explicit embedded option. 
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A variation on the theme of debt forgiveness is the conversion of the debt into 
another asset, notably equity. This idea it to embody a conversion option in the debt, 
but the option is exercised by the issuer, not the bondholder. This can be called 
"reverse convertible debt" (RCD). A pure form for RCD is simply to permit the issuer 
to choose conversion at a fixed ratio of shares for bonds. When the share price 
falls, for whatever reason, the option will be "in the money". This instrument 
provides a partial hedge against a fall in share price and it does not matter whether 
the cause was a catastrophic loss or a fall in the value of the primary's asset 
portfolio. Doherty (1995) has shown that this instrument can be potentially useful 
for non insurance firms since it can be used to resolve incentive conflicts between 
stakeholders and it avoids the transaction costs of bankruptcy. Indeed the resolution 
of these problems can be so effective that RCD has greater value than regular debt 
(i.e., the conversion option can have negative value). A more limited version of 
RCD for primary insurers could embody an event trigger; the conversion option can 
be exercised in the event of a defined catastrophe which could be based on firm losses 
or an index. 

The value created for the primary on conversion is the difference between the 
outstanding debt obligation and the value of the equity used to redeem that obliga­
tion. Investors holding such bonds could well find them attractive despite their short 
position in the embedded option, since the conversion option carries more favorable 
incentives than the implicit default put in non-convertible debt. RCD may also be 
attractive to policyholders. I will note below the analogy between debt and the 
primary's policy liabilities. Drawing on this analogy, scaling the payout of policy­
holder claims to the size of a catastrophe, is equivalent to a mutual insurance in which 
scaling is achieved by policyholder dividends. There are strong theoretical and 
practical reasons why mutualization of catastrophe risk is an efficient form of risk 
sharing and there is a pressing case for considering contract design as part of a risk 
management program. 

Policy Conditions and Mutualization 
Perhaps the most direct way in which the insurer can hedge its catastrophe risk is 
to require that the policyholder bear some of this risk. To explore this further, 
it is useful to take a small detour into the economics of insurance. Much of 
intellectual and lay thinking about insurance, focusses on an ideal in which the 
policyholder is fully insured for all loss. At an intellectual level, this ideal can be 
derived by assuming that policyholders are risk averse, but that all risk can be 
diversified by the insurer by holding a large portfolio of independent policies. The law 
oflarge numbers implies that such a portfolio will leave the insurer with a highly pre­
dictable per policy average loss, and thus the competitive insurer will charge little, or 
no, risk premium. Being risk averse, individuals will fully insure since they can avoid 
risk without facing any significant loading of the premium above the expected value 
of loss. 
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With catastrophe risk, the law of large numbers is violated since losses are highly 
correlated. Thus, the insurer cannot rely simply on many policies to diversify its risk 
away. Moreover, if risk is costly to the insurer (why otherwise would we be discussing 
hedging strategies?), then the insurer would be forced to charge a risk premium and 
the optimal amount of insurance would be less than full coverage. It is important to 
understand that "optimal" reflects the interests of insurer and insured. The risk 
premium reflects the cost of risk bearing and this is a real social cost. The insured is 
better off having less insurance (and avoiding part of the risk premium) than being 
fully insured and facing the full risk premium. In short, the insured in trading off 
expected wealth against risk. 

Now this reasoning can be refined in several ways following the seminal work of 
Karl Borch (1962), (which pre-dated and fully anticipated the capital asset pricing 
model). Where risk cannot be fully diversified, the optimal insurance arrangement 
from all policyholders' perspectives, is one in which all are full insured for idiosyn­
cratic (read diversifiable) risk, but in which each shares in the social loss. This is tan­
tamount to a mutual insurance arrangement; each policyholder is insured for 
catastrophe risk, but the proportion of insurance depends on the size of the catastro­
phe. In practice, this can be accomplished by a mutual which pays everyone's claim, 
but which reduces its dividend to all policyholders (or assesses them) by an amount 
related to totallosses. 16 

The second way in which this reasoning can be refined is to address moral hazard 
between the policyholder and the primary insurer. This is closely related to the moral 
hazard occurring at the interface between the primary insurer and the reinsurer. For 
example, the ex post moral hazard that can arise between the primary insurer and rein­
surer, stems from the lack of appropriate actions by the primary to prevent policy­
holders from "building up" claims or filing fraudulent claims. In short, the moral 
hazard that arises between primary and reinsurer is largely a "pass through" of the 
moral hazard between the policyholder and the primary. Policyholder moral hazard 
can be addressed by requiring that the policyholder share the loss, normally through 
the use of a deductible or policy limit (see Shavell 1979 and Stiglitz 1983). This idea 
has been extended by Smith and Stultzer (1994) who have shown that sharing risk 
through dividends also helps control moral hazard. 

16 To argue that mutualization of this sort is "optimal" is often misunderstood. Policyholders would cer­
tainly be better off if they could fully insure at no risk premium. But this is not an option in a competitive 
market since investors would require that the insurer cover any cost of bearing undiversified risk. Thus the 
real choice for policyholders is (a) to have a policy with a large risk loading which would induce policy­
holders to accept a large deductible or coinsurance or (b) to accept a policy which covers idiosyncratic risk 
but which requires the policyholder to contribute in proportion to total losses. The argument here is that 
option (b) is better for policyholders than option (a). Notice that this argument is identical to the reason­
ing of the capital asset pricing model. In that model it is shown that the optimal investment strategy is for 
risk averse investors to hold a diversified portfolio (i.e., the market portfolio) such that each shares in the 
total market risk but each diversifies away idiosyncratic risk. 
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lS.4.2c Postloss Equity Financing 

Post-loss Equity Issues 
Another approach to insurer risk management is postloss financing. This mayor may 
not, involve a hedging arrangement. Perhaps the most obvious motivation for this type 
of strategy relates to Froot, Sharfstein and Stein's "crowding out" rationale for man­
aging corporate risk. When a insurer sustains abnormally large losses, its internal 
capital is depleted and its ability to fund new investment project is compromised. The 
most prominent "project" is for the firm to continue to operate into the future and to 
reap future profits. Refer to the present value of such earnings as the "franchise value" 
and consider a firm that suffers very large losses but still has a significant franchise 
value. The firm can still have a positive equity value, but the franchise component of 
that value is illiquid. Thus, if losses exhaust its available funds (the surplus), then it 
may be unable to continue to operate and lose the value of its franchise. The problem 
seems to be that the franchise value is not liquid, and therefore cannot be used to pay 
for current losses. We will show that postloss equity financing provides a method for 
releasing the franchise value or, more generally, for releasing illiquid assets. For 
the moment, we will assume that there is no hedge in this arrangment and that the 
postloss issue is common equity. 

The value of insurer at the end of one period is: 

(( )( ) ) ~ P, - E(L,) 
1; = E + P 1 + ro - L + £.. = SI + Fi 

, l+/i 
(10) 

where SI = (EI + P)(l + ro) - L is the end of first period surplus/deficit (the value of 
the first bracket) and FI = I.,(P, - E(L,»)/(l + r,) is the franchise value of the firm at 
the end of the first period (i.e., the expected value of its future expected cash flows). 
If the realization of L is very large, the firm will be insolvent and TI is negative. 
Assuming F is positive, there will be some intermediate value of L for which 
TI is positive but where SI is negative. For such values, the firm is still solvent but 
faces a liquidity crunch. Thus, we refer to TI > 0 as solvent and SI < 0 as a liquidity 
crunch. 

The effect of the liquidity crunch is illustrated in Figure 2. Assuming the fran­
chise value can be captured despite shortage of first period surplus, the value of equity 
is shown as the solid line. Note that when losses exceed SI + FJ, the firm is insolvent 
and equity falls to zero. However, if the surplus is negative then the franchise can be 
lost if the firm cannot translate this into a liquid form to pay current losses. The dashed 
line shows that when losses exceed (EI + P)(l + r), the value of equity falls to zero, 
despite the positive franchise value. 

The liquidity crunch can be overcome by an equity injection of E2 at the begin­
ning of the second period. Assume this is common equity. 
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(11) 

Now, if Nz shares are issued after the realization of L, the market value of the new 
equity, Ez, will be: 

(12) 

Thus, the issue of N2 new shares will command a positive value only if the franchise 
value FI is sufficient to overcome any shortfall of current resources, S), from current 
losses L I • If this condition is met, there is some number of shares that can be issued 
at market price after loss, such that the net after loss value of the firm (NV == SI + F I ) 

can be captured by the original shareholders. To see this, note the after loss value of 
the original equity V(EI) will be the ratio N/(NI + N2) time the total equity value TT 
shown in (11): 

(13) 

Substituting from (12) for Ez gives 

(14) 
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Thus, as long as a firm is solvent, it can always overcome the liquidity crunch to 
capture net value for existing shareholders by a postloss share issue. If the loss exceeds 
the equity value, there is no price at which new shares can be sold without a formal 
re-organization. 

In order to capture the franchise value, despite the negative surplus, a dilution 
of equity must occur. To raise enough shares to cover the deficit E2 must equal 
(negative) Sl. Substituting, for E2 from (12) gives: 

(15) 

Solving for N2, the firm must issue 

(16) 

Thus, if the deficit (Sl < 0) was so large that it almost wiped out the franchise value, 
Sl -7 Fh then the insurer would have to issue an almost infinite numbert of shares, 
i.e., ceding almost all control to new shareholders. 

Postloss equity capitalization can be useful following less traumatic losses. 
A more modest liquidity crisis can arise without severe financial distress. With large 
losses and a asset portfolio predominantly illiquid, the insurer will be forced to a "fire 
sale" or to other forms of control such as delaying claims payments to policyholders. 
The former results in a direct asset loss, the latter may compromise reputation and 
future profitability. If the ex ante advantages of holding a relatively illiquid portfolio 
are substantial, then postloss equity financing provides a method of avoiding the 
potential liquidity crunch. 

In summary, postloss financing can be used to by a distressed insurer to capture 
the "illiquid" franchise value, as long as the firm value, including franchise value, 
is positive. While the ideas has been developed to cope with the extreme case in 
which sup Ius Sl is negative, the notion translates easily to less dramatic liquidity 
crunches. If Sl is positive but part of the assets are illiquid, then postloss financing 
can be a useful method of providing liquidity. The appropriate test is how the trans­
action costs associated with liquidizing assets compare with those of a new postloss 
equity issue. 

This analysis assumes that insurer equity value falls following a catastrophe loss. 
This assumption can be set against some recent evidence. Insurer stock prices showed 
a positive response to the 17th October 1989 Lorna Prieta earthquake (Shelor, 
Anderson and Cross 1992; and Aiuppa, Carney and Krueger, 1993). This has been 
interpreted as a capturing the potential for price increases in a regulated market. 
However, Hurricane Andrew, a much larger loss for the industry, seems to have 
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induced significant negative price effects (Lamb 1995). Insofar as positive price 
responses do occur, then post-loss equity re-capitalization can occur with relatively 
little stock dilution. 

Catastrophe equity puts (CE Puts) 
The discussion of postloss financing sets the stage for CE puts. One version of this 
type of instrument, known as a Cateput, was designed by Aon, have recently been 
used by Centre Re in a pair of transactions with insurers. The cateput is a postloss 
equity financing arrangement, but with price of the equity issue fixed before the loss 
(and not the postloss market price as considered above). Thus, there is a striking price 
or exercise price, x, which differs (except by coincidence) from the postloss share 
price, PI' This is a put option contract which gives the option to the insurer to sell a 
given number N2 of shares to the counterparty (e.g., a reinsurer) after a defined loss 
and at a fixed price. The second innovation, is that there is a another trigger; the 
insurer's losses must lie between pre-determined upper and lower bounds (this can be 
called the exercise window) before the capitalization option can be exercised. I will 
assume that the postloss equity issue is of common shares. 

Since the insurer has the option to sell equity after the defined catastrophe at 
a specified exercise price, it will do so only if the value of the original shareholders' 
equity after exercise of this option, exceeds both (a) its value of with this option exer­
cised and (b) its value if equity is issued at market price. First note that the value 
raised in a new equity issue is the number of shares covered by the option N2 times 
the exercise price, x. The total value of equity after exercise is now SI + N2x + Fl' 
Thus, exercise will increase the original owners' equity if: 

(17) 

From which it is easily deduced that exercise will only be chosen if x> (SI + FI)/NI 
== PI' The possibility for gain to the insurer on exercise makes this instrument a hedge. 
Strictly, the hedge is not against losses per se, but against a fall in the insurer's share 
price (this will be qualified when the exercise window is discussed). Thus, the value 
created for the insurer stems partly from the fact that postloss capitalization secures 
the franchise value and partly from the efficieny gains associated with reductions in 
corporate risk. 

The market value of the postloss equity sold to the counterparty is [N2/(NI + 
N2)][SI + N2x + Fd which will be less than its purchase price under the put option if 
x> PI. Consequently, the put option will command a initial price which, following 
normal option technology, will depend upon the parameters of the underlying equity 
distribution (which depend on insurer leverage, loss distribution, investment distrib­
ution, etc) the exercise price, the current equity price, maturity and the risk free rate. 
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Since the option is written on the underlying stock, its pricing would appear to be 
fairly conventional. However, there is the unusual twist introduced by the second 
trigger. The option can only be excercised if the catastrophe losses to the insurer lies 
between a lower and upper bound; the exercise window. The exercise window is impor­
tant, particularly the upper boundary. One would expect a close negative relationship 
between the insurer's cat losses and its post-loss share price. For small losses, there 
is little need for re-capitalisation and there is little likelihood that the share price would 
fall below a pre-arranged striking price. Thus, the lower trigger is not very interest­
ing and the potential exercise could be controlled simply by choice of a sufficiently 
low exercise price. However, if cat losses are very high, the share price will fall 
sufficiently that the share value will fall well below the exercise price and the insur­
ers payoff from exercise will be substantial. The upper loss boundary therefore 
becomes a method of limiting the risk to the counterparty and this will be reflected 
in a lower price for the option. 

Figures 3 and 4 illustrate CE puts and the effects of the exercise window. Bearing 
in mind that the put option will assume positive value when either of two triggers kick 
in; either the loss is of sufficient size or the share price falls below the exercise price. 
Considering also that losses translate into lower share prices, the loss boundaries can 
be represented on the horizontal axis and are shown as Bd for the lower boundary and 
BU as the upper boundary. In Figure 3, the lower boundary, Bd is set sufficiently low 
that it does not bind and is somewhat redundant. In Figure 4, the lower bound on 
losses is set sufficiently high that it kicks in only after share prices will have fallen to 
below the exercise price. Thus, when the exercise price is triggered, the option is not 
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available because of the loss trigger. Only when the loss trigger is activated, does the 
option become payable. The crucial issue in Figure 4 is the discontinuity of the payout, 
with a big jump when the lower loss bound is activated. This can have dysfunctional 
incentive as discussed below. 

The moral hazard issues surrounding CE Puts are parallel to those for other instru­
ments already discussed. Insofar as contracts offer the insurer indemnification for its 
own losses, there is a moral hazard cost. When contract payouts are indexed to indus­
try losses, the moral hazard problem is mitigated. With CE Puts, the payout is not 
indexed and the insurer's behaviour in underwriting and settling losses has direct 
implications for the realized value of losses and therefore for stock price. The pur­
chase of the put relaxes incentives for loss control and, unless the counter-party is 
able to monitor, losses are likely to increase. However, there is an interesting twist. 
Consider the lower boundary Bd illustrated in Figures 3 and 4. The first problem is 
that, if the lower loss bound is high relative to the exercise price, the loss boundary 
may activate when the put option is already "in the money" as shown in Figure 4. This 
gives the insurer a discrete incentive to relax control of loss payout for a given cata­
strophic event, in order to activate the trigger. The threshold dollar of loss payouts 
that hits Bd can bring an enormous payoff if, as shown in Figure 4, the option can then 
be exercised well below its exercise price. The payoff is OM in Figure 4. On the upper 
side the incentive is reversed. If losses on the insurer are just above the upper trigger, 
BU then a small reduction in loss payouts will bring a sudden payoff on the option of 
ON. These boundaries resemble a concept known as a "knock out" option in which a 
normal option is annihilated if a specified stock price in penetrated before maturity. 
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While the indemnification feature of the CE Put carries adverse incentives, the 
"knock out" characteristics of the loss boundaries are downright perverse. The incen­
tive problem arises from limiting the hedge to one of catastrophe risk, but paying 
according to stock price. Two alternative designs are, first, to design a non specific 
hedge; i.e., that covers any fall in share price regardless of cause and, second to keep 
the notion of a catastrophe hedge but remove the more perverse edges. The first 
approach is to treat the lower boundary as either redundant or carrying perverse incen­
tives and thus to discard it. The upper bound is more problematic since the counter­
party migh wish to limit its liability. A more friendly structure can be envisioned in 
which the option is not annihilated when losses penetrate the barrier, but rather the 
payout is capped at a level N in Figure 3. Allowing for the discard of both loss bounds, 
the payoff structure is shown in Figure 3 as NPxQ. This payout structure can be 
replicated by a portfolio comprising a long put with exercise price x; a short put with 
exercise price BU; and a short position in a bond valued at N.17 

The second approach is to retain the notion of a catastrophe trigger but to avoid 
the payout discontinuities. This can be achieved by having a "floating" exercise price 
equal to the share price immediately before the defined catastrophe that triggers 
payout. The upper discontinuity can be avoided by simply capping the payout rather 
than terminating it entirely when the upper threshold is exceeded. 

15.5 INNOVATION: MARKET ENHANCEMENT AND TECHNICAL 
EFFICIENCY 

Innovation serves two general functions. First, innovation is market enhancing. Figure 
5 shows the relevant properties of hedging instruments. The defining characteristic is 
its ability to control basis risk. Incidentally, hedging instruments can encounter moral 
hazard and credit risk. Innovation extends the range of choice in this three dimen­
sional space. The figure shows the characteristics of the main instruments considered, 
but the point is that product design provides for continuous trade offs to be made 
across this space. The value of market enhancement arises because insurers are not 
identical. The issue can be simplified by considering the trade off between moral 
hazard and basis risk. In Figure 5, the line AB shows the potential choices available 
to the purchaser of a hedge; positions closer to A involve less basis risk and more 
moral hazard. The shape and position of line AB depends on technical issues and this 
will be discussed presently. Now, an insurer with a geographically diversified portfo­
lio, may prefer to resolve moral hazard, not by reinsurance, but by accepting some 
basis risk by trading CBOT options (close to A on line AB). For this insurer, the basis 
risk will be fairly modest since its portfolio corresponds closely in structure to the 
"market portfolio" of insurance exposures. Another insurer with a more concentrated 

17 This portfolio also suggests a pricing scheme since each component can be priced separately. 
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book of business, may find the basis risk in an available index to be unacceptable and 
will prefer reinsurance (close to B on line AB). 

Market enhancement does increase efficiency, but the second function of innova­
tion is to change technical efficiency. Consider the trade off between moral hazard 
and basis risk shown in Figure 5 as line AB. If this line can be shifted towards the 
origin, the efficiency loss from hedging will be reduced. To illustrate, note that rein­
surance addresses this trade off in one of two ways. First a traditional reinsurance con­
tract does not have basis risk, but bonds the parties in a long term relationship (and/or 
the primary is monitored) as a way of controlling moral hazard. By choosing the level 
of attachment for the reinsurance contract, the insurer can select a position on the AB 
line; higher retention involves more risk acceptance and less moral hazard. The second 
way is for the reinsurance contract to be restructured as a debt like instrument, as 
happens with finite reinsurance. This limits the hedging properties of the reinsurance 
contract (introduces basis risk) but does mitigate moral hazard. Now the primary has 
less incentive to let claims get out of control and less reinsurer monitoring is required. 
By changing the mix of debt and insurance in the finite risk plan, different points in 
moral hazard-basis risk space can be achieved. The question is now, which method 
involves the most efficient trade off; changing the reinsurance attachment point, or 
changing the insurance debt mix. Increasing efficiency means lowering the trade off 
line in Figure 6 from AB to CB. 

Other options for increasing technical efficiency can be imagined. In a recent 
paper, John Major (1996) showed that, if insurers are allowed to hedge using a state-
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wide index of industry loss experience, they can achieve significant reductions in 
volatility. But, state-wide indices do involve some basis risk which will differ between 
firms according to their portfolio mixes. If indices were available for industry loss 
experience by zip code, then the basis risk could be reduced significantly. This reduc­
tion in basis risk arises partly because the insurer will be more concentrated, and have 
a larger market share, in some zip codes. Lowering the. basis risk is achieved by 
increasing the hedge ratio in these high concentration zip codes. But this strategy will 
increase moral hazard, because the hedging insurer's losses comprise a significant 
portion of the industry losses in the zips. Now the technical question is this. Is it more 
efficient to use a state index and trade off moral hazard and basis risk with a fairly 
high hedge ratio; or should one use a zip code index and a lower hedge ratio? I.e., 
which strategy is depicted by line AB, and which by line CB? 

Other possibilities for changing technical efficiency can be envisioned. For 
example, reinsurer monitoring is one method of controlling ex post moral hazard. 
Another is for the primary insurer to write direct contracts with appropriate incen­
tives to policyholders for ex post loss mitigation (e.g., deductibles, coinsurance, ret­
rospective premium adjustments). The rate at which moral hazard and basis risk can 
be traded off against each other with these two approaches may well differ for any 
insurer, and may well differ across insurers. The only safe conjecture is that there is 
no "one size fits all". It is this diversity that will permit value to be created through 
innovation, as insurers seek to find combinations of basis risk, credit risk and moral 
hazard that match their financial and organizational structure. 
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15.6 SOME ACTUAL AND POTENTIAL STRATEGIES 

Hedging by Primary Insurers 
A straightforward use of the catastrophe instruments is for a primary insurer to 
replace, or supplement, reinsurance with cat options and bonds. Several insurers have 
made limited use of the traded CBOT catastrophe options though the size of this 
market is still modest (the size of the private market is unknown). Use of cat bonds 
is rarer. The most visible example lies in a recent USAA announcement for a $500 
million dollar issue that would be forgiven on the issuer's own loss experience. As 
discussed, this strategy does not avoid moral hazard since the issuer's gain from reduc­
ing its losses is offset by a reduction in the debt under the cat bond. Moreover, unlike 
reinsurance where contractual relationships are set up to resolve incentive conflicts, 
the cat bond issue has no natural mechanism to combat moral hazard. Thus, investors 
will be looking for mechanisms that lie outside the terms of the issue to deal with 
moral hazard. Is the issue linked with other hedging instruments that provide appro­
priate monitoring? For example, does the issuer still have adequate conventional rein­
surance in place, so that bondholders can "free ride" off the monitoring provided by 
the reinsurer. Alternatively, is the direct portfolio written with appropriate incentives 
(e.g., deductibles, dividends) to provide appropriate controls over policyholder moral 
hazard? This sort of investigation by potential purchasers goes somewhat beyond the 
normal credit monitoring required by prudent bond investors. The additional moni­
toring would be less crucial had the issue been based on an industry loss index, but 
this would introduce basis risk. 

Providing Reinsurance Capacity 
An alternative use for cat instruments is to enable the issue to extend reinsurance 
capacity. Many catastrophe reinsurers will seek to control risk by international 
diversification. It would be common for a specialty Bermuda catastrophe reinsurer to 
have a portfolio with risk in North and South America, Europe, Japan and the 
Antipodes. Such an insurer could issue bonds based on worldwide catastrophe risk to 
hedge its existing portfolio while maintaining an acceptably low level of basis risk. 
Taking this approach further, the bond issue could also provide the basis for extend­
ing its capacity to offer reinsurance to primaries. This thinking seems to lie behind 
a recent cat bond issue announced in Geneva in August 1996 by the American 
International Group (A.I.G.). This issue provides for scaled forgiveness of debt, 
according to the number of catastrophes recorded in the publication Sigma (published 
by the Swiss Re.). The index is based on five regions across the world and a cata­
strophe is defined as industry losses above a set value that varies according to the 
region. The debt is progressively forgiven and will be completely forgiven with five 
events within the operational period. A.I.G. intention appears to be to use this issue 
to offer retrocessions to catatrophe reinsurers. 

An expression that is now sometimes heard in connection with this type of activ-
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ity is "intermediating basis risk". The idea is this. A reinsurer with a wide spread of 
business can write a hedge contract based on a very broad index without assuming a 
high level of basis risk. Were a primary with a much less diversified portfolio to write 
a hedge using the same index, the basis risk would be very high. Thus, the reinsurer 
"intermediates the basis risk" by hedging on the index and using this hedge to expand 
conventional reinsurance to primaries. This should be viewed with a little caution. By 
absorbing the basis risk and offering conventional reinsurance, all the moral hazard 
issues in the reinsurer-primary relationship remain. This type of activity can expand 
capacity, but does not address the moral hazard problem. Thus, the potential to add 
value, depends on which explanation for financial innovation is valid. If innovation 
simply addresses a diversification problem, the intermediating basis risk can poten­
tially add capacity and add value. If innovation is needed to respond to moral hazard 
and similar frictions, then intermediating basis risk does nothing to address the root 
cause. 

The California Earthquake Authority 
In an attempt to increase the availability of earthquake insurance, the State of 
California has formed the California Earthquake Authority. The state initiative 
includes provisions that permit insurers to offer earthquake insurance with appropri­
ate limitations of coverage, (such as deductibles and limited coverage on house con­
tents), and a financial structure to "reinsure" the industry in the event of a very large 
loss. The structure includes potential assessments on policyholders and various layers 
of financing including reinsurance. Of particular interest is a bond layer of$1.5 billion 
with interest forgiveness. The principal is secured by using a portion of the proceeds 
of the issue to purchase U.S. Treasury strips. The interesting feature of this initiative 
is that it combines many of the features discussed in this paper. Policyholders are 
required to participate both in their individual losses and in the collective loss. More­
over, the issue of interest forgiveness cat bonds allows insurers to supplement con­
ventional reinsurance hedges with cat bonds. 

Facilitating Third World Investment 
Other uses can be imagined. Insurance is rarely bought on private dwellings in the 
third world even though many regions are subject to severe catatrophe risk. However, 
development banks such as the World Bank who often lend to these countries for the 
construction of industrial and infra-structure projects, seem to be showing increasing 
concern about possible default following catastrophic events. A plausible hedging sce­
nario could jointly address this default risk and the need for mitigation. Loss mitiga­
tion is usually most cost effective at the point of construction. Development bank 
loans could be used to fund projects with embodied mitigation. If this issue is made 
as a catastrophe bond, the development bank could use the additional interest to pur­
chase a catastrophe option designed to repay interest and principal in the event of a 
defined disaster. Thus, unlike normal cat bonds in which the option is embedded, the 
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option could be stripped out and sold separately. Such a scheme jointly addresses the 
hedging issue and loss prevention. Moreover, by linking with project finance, mitiga­
tion can be. introduced at the point of construction of the asset when it is most cost 
effective. The trick in designing an operation scheme would be to define the trigger 
to minimize ex post moral hazard on the part of the borrowing government. For their 
part, those shorting the cat call could conceivably partly hedge their exposure in 
exchange rate futures which are likely to be highly sensitive to the triggering event. 
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Abstract 
Although insurance contracts are regularly purchased by corporations and play 
an important role in the management of corporate risk, only recently has this role 
received much attention in the finance literature. This paper provides a formal ana­
lytic survey of recent theoretical developments in the corporate demand for insurance. 
Insurance contracts are characterized as simply another type of financial contract in 
the nexus of contracts that comprise the corporation. The model developed here 
focuses specifically on the efficiency gains that can be derived from using corporate 
insurance contracts to reduce bankruptcy costs, agency costs, and tax costs. 

Keywords: Corporate risk management, Fisher model, costly bankruptcy, asymmet­
ric taxes, asset substitution, underinvestment. 
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16.1 INTRODUCTION 

Insurance contracts are regularly purchased by corporations and play an important 
role in the management of corporate risk.l In spite of this fact, only recently has this 
role received much attention in the finance literature, even though insurance contracts 
are simply another type of financial contract in the nexus of contracts that comprise 
the corporation. 

1 As a use of funds. corporate property-casualty insurance premium payments are economically signif­
icant. typically exceeding dividend payments by an order of magnitude of 30-40 percent (see Mayers and 
Smith (1982) and Davidson et al. (1992». Survey evidence compiled by Tillinghast-Towers Perrin and Risk 
and Insurance Management Society (1995) finds that direct property-casualty insurance costs for most U.S. 
and Canadian business organizations typically average around 0.4% of revenues. Similar findings on the 
economic significance of corporate insurance purchases obtain for other industrialized countries; e.g., 
Yamori (1999) reports that in 1994, Japanese non-financial corporations paid 2.3 percent of their operat­
ing profits for property-casualty insurance premiums. 
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In the insurance literature, the incentive to buy insurance is often assumed to be 
risk aversion.2 Risk aversion might be is a sufficient motivation for the closely held 
corporation but it is not sufficient for the publicly held corporation. According to 
Mayers and Smith (1982) "The corporate form provides an effective hedge since 
stockholders can eliminate insurable risk through diversification." Equivalently, the 
value of the insured corporation is the same as the value of the uninsured corpora­
tion. If these claims hold, then insurance is not a necessary tool in managing corpo­
rate risk. A characterization of the market conditions in which the claim does and does 
not hold should be important to corporate managers as well as insurance companies. 
The claim is intuitively appealing. If the corporation is viewed as a set of financial 
contracts, then it is a generalization of the 1958 Modigliani-Miller Theorem (see 
Modigliani and Miller (1958)). The generalized theorem says that the composition of 
the contract set is irrelevant. The irrelevance claim was established in MacMinn 
(1987); that analysis also provided a number of relevance results. This analysis pro­
vides a generalization and extension of the earlier results. The model presented here 
demonstrates some of the market conditions in which insurance is an important tool 
for managing corporate risk. 

The first step is to formally establish the claim that corporations need not buy 
insurance since competitive risk markets already provide sufficient opportunity to 
diversify risk. To establish or refute this claim requires a model of the economy that 
includes stock, bond and insurance markets. Those markets are introduced in the 
next section of this paper. The basic model includes debt, equity and insurance. The 
model is used first to develop the corporate objective function and then to investigate 
the insurance decision. The analysis shows that as long as bankruptcy is costless, 
markets are competitive and efficient then the risk adjusted net present value of the 
insurance decision is zero and the claim that insurance is irrelevant is formally 
established. 

In the section on Costly Bankruptcy, the model is altered to allow for the trans­
action costs of bankruptcy. Mayers and Smith (1982) note that bankruptcy costs 
provide the firm with an incentive to insure because, by shifting risk to the insurance 
company, the firm decreases the probability that the cost is actually incurred. The 
analysis here, as in MacMinn (1987), shows that the total market value of the insured 
firm is equal to that of the uninsured firm plus the present value of the savings on 
bankruptcy costs; equivalently, the analysis shows that the value of the insured firm 
exceeds the value of the uninsured firm. This provides the corporation with an incen­
tive to insure. 

In the section on Agency Problems, the basic model is generalized so that it incor­
porates conflict of interest problems between corporate management and bond­
holders. Conflict of interest problems arise when the corporate manager, acting in the 

2 For example, Borch (1960, 1962) and Blazenko (1986) motivate insurer demand for reinsurance on 
this basis. 
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interests of stockholders, has the incentive to select actions that are not fully consis­
tent with the interests of other groups of claimholders. Two classic examples of the 
conflict of interest problems are developed. The analysis necessary to show how the 
insurance contract may be used to limit the divergence between the interests of claim 
holders and management is developed. The first agency conflict considered is usually 
referred to as the "under-investment" problem, e.g., see Myers (1977), MacMinn 
(1987), Mayers and Smith (1987), and Garven and MacMinn (1993). In this example, 
the manager of a levered firm has an incentive to limit the scale of investment because 
the additional returns from further investment accrue primarily to bondholders rather 
than shareholders. The analysis here shows that insurance can be used to eliminate 
this underinvestment problem. The investment decision approaches the socially 
optimal level as insurance is used to reduce the probability of insolvency. 

The second agency conflict considered is usually referred to as the asset substi­
tution problem, or equivalently, as the risk-shifting problem, e.g., see Jensen and 
Meckling (1976), Green (1984), Mayers and Smith (1982), MacMinn (1987) and 
MacMinn (1993). Once a corporation has obtained debt financing, it is well known 
that by switching from a relatively safe investment project to a riskier one, the cor­
poration can increase the value of its equity at the expense of its bondholders. Mayers 
and Smith (1982) discuss this conflict and note that rational bondholders recognize 
this incentive to switch and incorporate it into the bond price. Consequently, an agency 
cost is represented in the bond price and a reduction in the total market value of the 
firm. Mayers and Smith also note that an important role played by insurance in this 
corporate environment is in bonding the corporation's investment decision. They 
suggest that the incentive to include insurance covenants in bond contracts increases 
with firm leverage. The analysis here shows that the asset substitution problem only 
exists for highly levered firms and that an indenture provision, requiring insurance, 
can be structured so that any incentive for risk-shifting is eliminated. Thus, the model 
shows how insurance may be used to eliminate this agency cost. 

In the section on Tax Asymmetries, the basic model is altered to allow for the 
corporate income tax as well as agency costs. It is well known that under the U.S. 
corporate tax code, income and losses to the firm are taxed in an asymmetric fashion. 
A number of potential sources for tax asymmetries exist, including incomplete tax 
loss offsets and progressive marginal tax rates. Several articles have utilized asym­
metric taxes to rationalize a number of different aspects of financial contracting, 
including optimal capital structure (see DeAngelo and Masulis (1980)), leasing (see 
Heaton (1987)), corporate risk management (see Green and Talmor (1985) and Camp­
bell and Kracaw (1990)), corporate insurance demand (Mayers and Smith (1982)), 
corporate hedging (Smith and Stulz (1985)), and the demand for reinsurance (Garven 
and Louberge (1996)). The analysis presented here shows that the asymmetric nature 
of the corporate income tax constitutes a sufficient condition for the corporation to 
purchase insurance. Taxes reinforce further the basic result that optimally insured 
firms command higher market values than otherwise identical uninsured firms. Insur-
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ance is viewed here as a mechanism that enables the firm to I) optimally trade off 
agency and tax-related costs, and 2) replace a risky tax shelter (represented by loss 
costs related to property risks) with a safe tax shelter (represented by debt service 
costs). 

The final section of this paper presents some conclusions and comments on the 
role that insurance contracts play in managing corporate risk. It also provides a brief 

discussion of some empirical implications, as well as suggestions for future research. 
Before continuing any further, a caveat is in order. Most insurance models, beyond 

those designed to simply consider the reallocation of risk, might be classified as 
hidden action or hidden knowledge models. The hidden action is an action, e.g., an 
investment or production decision, taken by an agent that cannot be observed by the 
principals or claim holders; models characterized by hidden action or equivalently 
moral hazard problems are considered here. The cases covered are not exhaustive. 
Mayers and Smith (1982) argue that insurance is a mechanism that can be used to 
reduce the impact of regulatory constraints and that is consistent with the current 
model structure. Froot, Scharfstein and Stein (1993) posit a "crowding out" hypoth­
esis to rationalize corporate hedging decisions that may also provide a useful frame­
work for addressing the demand for corporate insurance.3 The hidden knowledge is a 
difference in information possessed by insiders versus outsiders or by different groups 
of claim holders in this setting; models characterized by hidden knowledge or equiv­
alently, in some cases, by adverse selection, require more closure than the current 
model provides. The monitoring role of insurance noted by Mayers and Smith among 
others would fit this category. The work done on optimal contracting by Caillaud, 
Dionne and Jullien (2000) would also fit this category. These are important consider­
ations and await a more general version of the model outlined here. The focus here 
will be on the efficiency gains that can be derived from using corporate insurance 
contracts to reduce bankruptcy costs, agency costs, and tax costs. 

16.2 BASIC MODEL 

Assume that there are many individual investors indexed by i in the set I, and that 
there are many firms indexed by f in the set F. There are two dates, t = 0 and t = 1, 
that will be subsequently referred to as now and then, respectively. All decisions are 

J In the Froot, Scharfstein and Stein model, hedging adds value by enabling the finn to avoid external 
financing costs associated with capital market imperfections. Hedging helps to ensure that a corporation 
has sufficient and less costly internal funds available to take advantage of attractive investment opportuni­
ties. Corporate insurance contracts can playa similar role. Since insurance premiums are paid ex ante in 
anticipation of possible future losses, ex post claims payments enable firms to reinvest in valuable corpo­
rate assets without having to rely upon external capital markets. Furthermore, as Doherty (1997a) points 
out, insurance is a "leverage neutral" loss financing strategy because it enables the firm to fund losses 
without having to rely upon issuing new equity or debt or relying upon internal funds that would other­
wise be used to invest in other capital projects. 
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made now and all payoffs from those decisions are received then. The payoffs depend 
on which state of nature ~ in the set 3 occurs then. The model is developed with debt, 
equity and insurance. The Fisher model is used in this setting.4 

There are many individual investors. Investor i is endowed with income now and 

then represented by the pair (Y;o, Yil)' Furthermore, investor i has a consumption pair 
(CiO' Cil) and an increasing concave utility function Ui : D ~ R, where D is a subset of 
R x Rn; Ui expresses the individual's preferences for consumption now versus then. In 

order to introduce uncertainty, let (3, 'r, '£I) denote the probability space for individ­
ual i, where 3 is the set of states of nature, 'F is the event space, and X is the proba­

bility measure. If the number of states of nature is finite, i.e., 3 = {~l' ~2' ... , ~n}, 
then the event space 'F is the power set, i.e., the set of all subsets of 3. To make the 
uncertainty operational, suppose that the investor can only transfer dollars between 
dates by buying or selling stock, bond, or insurance contracts. In this complete markets 
setting, suppose that a basis stock of type ~ is a promise to pay one dollar if state ~ 
occurs and zero otherwise, and let its price be denoted as p(~).5 Then the investor's 

budget constraint may be expressed as 

CiO + L=: p(~) Cil (~) = Yw + L=: p(~) Yil (~) (1) 

The left-hand side of equation (I) represents the risk-adjusted present value of the 
consumption plan, while the right hand side represents the risk-adjusted present value 
of income. Now the investor's constrained maximization problem can be stated as 

maximize f=: Ui(CiO, Cil (~))d'P(~) 

subject to CiO + L=: P(~)cil (~) = YiO + L=: p(~) Yil (I;) (2) 

This is the classic statement of the investor's problem; it may also be expressed in 

terms of a portfolio of financial contracts and more financial contracts can be intro­
duced. As long as any new contracts are spanned by the basis stock, the financial 
markets remain complete. Any spanned contract has a value equal to that of a port­
folio of basis stock that provides the same payoff structure then.6 Hence, letting 
D(a, ~) denote a corporate payoff then that depends on the state of nature and an 
action taken by management. That action may be an investment decision or a pro­
duction decision. Both decisions are examined in the subsequent analysis. The value 
of the unlevered corporate payoff is S( a) where 

Sea) = f=: TI(a, ~)dP@ (3) 

4 See Fisher (1930). The Fisher model is developed under uncertainty in Hirshleifer (1965) and MacMinn 
and Martin (1988). 

5 These stock contracts form a basis for the payoff space. 
6 This may be demonstrated by direct calculation but it also clearly follows by a no-arbitrage argument. 
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and P(~) represents the sum of basis stock prices up to state ~. If the firm issues a 
zero coupon bond with a promised payment of b dollars then, the value of the bond 
issue is B(a, b), where 

B(a,b)= I3min{n(a,~),b}dP 

= IBn(a, ~)dP+ I31Bb dP (4) 

B represents the bankruptcy event, i.e., B = {~ n(a, ~) < b} and 3\B represents the 
complement of the bankruptcy event relative to 3. The stock or equity value in this 
levered case is Sea, b) where 

(5) 

In each case the value represents a risk-adjusted present value of a contract payoff.7 
Next we introduce insurance. Suppose the corporation faces property risks. 

Let the corporate payoff be n = R - L + max {O, L - d}, where R represents the 
quasi-rent then on an investment of I dollars now, L represents the property losses 
and d represents the deductible on the insurance; the insurance contract payoff is 
max{O, L - d }. Let i denote the premium now on the insurance contract. In this 
setting, the premium value is 

i = I3 max{O, L - d} dP. (6) 

Finally, the model provides enough structure to allow the derivation of the cor­
porate objective function that incorporates the insurance decision along with the 
financing and investment decisions. 

Theorem 1. Suppose the corporate manager receives a salary package (Yo, YI) and m 
shares of stock in the corporation then. Suppose the manager pursues her own self­
interest in making decisions on personal and corporate account. The decisions on per­
sonal account may be separated from those on corporate account and the decisions 
on corporate account are made to maximize the objective function F = S + B-1 - i. 

Proof. The pursuit of self-interest yields the following constrained maximization 
problem: 

max imize I3 u(co, CI (~»d'¥(~) 

subjectto Co + L.3P(~)CI (~) = Yo + L.3P(~) YI (~)+ sm, 
andSn+B=I+i, 

7 See MacMinn (1990) for more on this interpretation. 

(7) 
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where 8" is the manager's equity stake and 8' is the value of the issue of new shares 
of stock. Letting S' denote the current shareholder value and N denote the number of 
existing shares, note that 

m m+n N 
sm = S,sn = S, and So = S. 

N+m+n N+m+n N+m+n 
(8) 

The constrained maximization function includes the budget constraint and financing 
constraint, i.e., the personal account and corporate account constraints. 

The Lagrange function for this constrained maximization problem is 

L(a,b, n, A,O) = lud'P+A(miO + L:::pml +sm -CiO - L:::pCI) 

+o(sn +Bn -I -i). (9) 

Direct calculation shows that the manager makes decisions on corporate account to 
maximize A S" + () (8' + B-1 - i). Direct calculation also shows that 

m 
()=A­

N· 

and it follows that 

m 
=/..-(so+sn+B-I-i) 

N 

(10) 

(11) 

QED 
Theorem I establishes a financial market version of Fisher's famous separation 

theorem. Like Fisher's result, this theorem shows that decisions made on corporate 
account are separable from decisions made on personal account. The manager will 
make the finance, insurance and other corporate decisions to maximize the current 
shareholder value S" subject to a financing constraint. The manager's measure of risk 
aversion will affect the saving and portfolio decisions made on personal account, but 
not those decisions made on corporate account. 

It is possible to see the irrelevance result in this setting. If the insurance deci­
sion is a matter of indifference to shareholders then the current shareholder value 
must be independent of the insurance decision. Let U > L(~) for all ~ so that 
a deductible of U corresponds to no insurance. The following theorem shows that 
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insurance is irrelevant in the absence of some of the problems addressed in subse­
quent sections. 

Theorem 2. The current shareholder value of the uninsured firm equals that of the 
insured firm, in the absence of taxes, agency, and information problems. 

Proof. The uninsured current shareholder value is 

Pea, b, U) = -1 + f/R - L)dP 

The current shareholder value of the insured firm is 

F(a, b, d) = -i - 1 + Sea, b, d) + B(a, b, d) 

= -i - 1 + f" n dP 

= - f"max{O, L -d}dP- 1 + f" (R - L + max{O, L -d})dP 

=-1+ f,,(R-L)dP 

=F(a,b, U) 

(12) 

(13) 

The second equality in (13) follows by (4) and (5) while the third equality follows by 
(6). QED 

16.3 COSTLY BANKRUPTCy8 

In this section, the impacts of bankruptcy costs are considered. Suppose that there is 
a cost c > ° associated with the bankruptcy event. The uninsured firm's earning is R(a, 
~) - L(~). The bankruptcy event for an uninsured firm is B = [0, 8), where 8 is the 
boundary of the insolvency event and is implicitly defined by the condition R(a, 8) -
L(8) - b = 0. The stock value of the levered uninsured firm's stock is Sea, b, U), where 

Sea, b, U) = r[R(a, s)- L(S) -b]dP, (14) 

Similarly, the value of the levered uninsured firm's debt, given costly bankruptcy, is 
B(a, b, U), where 

(15) 

It follows that the total value of the levered uninsured firm is 

8 This section is similar to MacMinn (1987). 
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V(a, b, U) = B(a, b, U) + Sea, b, U) 

= f: (R(a, /;)-L<!;)-c)dP+ fBw bdP+ r[R(a, /;)-L(/;)-b]dP 

= r (R(a, /;) - L(s»dP+ f: cdP (16) 

The current shareholder value is 

F(a, b, U) = -I + V(a, b, U) (17) 

The last term on the right-hand side of equation (16) is the risk adjusted present value 
of the bankruptcy costs. It may be noted that the 1958 Modigliani-Miller theorem 
holds here if either the bankruptcy cost is zero or the bankruptcy set is empty; 
otherwise, the firm's capital structure is relevant. Of course, this value does not incor­
porate insurance and it seems apparent that insurance allows the firm to avoid some 
bankruptcy costs. 

Consider the value of the levered insured firm compared to the value of an 
otherwise identical levered uninsured firm. Suppose that the insurance is purchased 
before the firm levers or in conjunction with the bond issue. The insured firm pur­
chases a policy with a deductible of d for the premium i, where i is given by equa­
tion (6). By purchasing such a policy, the net earnings for the insured firm in any state 
becomes R(a, s) - L@ + max{O, L(S) - d} = R(a, S) - min{L(s), d}. The bankruptcy 
event of the insured firm is [0, ~) where ~ is implicitly defined by the condition R(a, 

~) - L(~) + max {O, L(~) - d} - b = O. Note that ~ < o. Then the value of the levered 
insured firm is 

V(a, b, d) = B(a, b, d) + Sea, b, d) 

= f: (R(a, s)-L(s)+max{O, L(s)-d} -c)dP+ r bdP 

+ f~w [R(a, s) - L(s) + max {O, L(S) - d} - b] dP 

= r (R(a, S) - L(S) + max {O, L(S) - d}) dP - f: c dP (18) 

Similarly, the current shareholder value is 

F(a, b, d) = -/ -i + V(a,b, d) 

= -/ -j + r (R(a, S)- L(s)+max{O, L(S)-d})dP- to cdP 

= -/ + 50"' (R(a, S) - L(S»dP - to cdP (19) 

and the difference in current shareholder values is 



550 Handbook of Insurance 

F(a, b, d) + F(a, b, U) = -/ - i(d) + V(a, b, d)+ I +i(U) - V(a, b, U) 

= Sao cdP- f: cdP 

= f; cdP 

>0 (20) 

where j(d) is the insurance premium for a deductible of d and i(U) = 0 is the insur­
ance premium for a deductible of U. The increase in value, due to insurance, is simply 
the present value of the saving in bankruptcy costs. Hence, the firm has an incentive 
to insure as noted in the following theorem. 

Theorem 3. A transaction cost c > 0 in the event of bankruptcy is sufficient to show 
that insuring increases current shareholder value. 

16.4 AGENCY PROBLEMS 

In this section, the use of insurance contracts in resolving conflict of interest 
problems between corporate manager and bondholders is analyzed. Since the cor­
porate manager also represents the interests of stockholders, there is a potential 
for conflict between the manager and bondholders, or equivalently, between the 
manager and the bondholders' trustee. This will be the case if it is possible for the 
manager to take actions that benefit one group, which are detrimental to the other. If 
the bonds represent safe debt then there is no conflict. If not, then an agency problem 
may exist. 

The agency relationship can be thought of as a contract between the principal, 
i.e., the bondholders' trustee,9 and an agent, i.e., the corporate manager. The agent 
acts on behalf of the principal. The contract specifies the bounds on the actions that 
may be taken by the agent. If the contract covers all possible contingencies then there 
is no real delegation of authority and therefore no agency problem. If the contract is 
incomplete so that the agent has some discretion in the selection of actions then there 
is at least the potential for a conflict of interest. The conflict occurs because both the 
principal and the agent behave in accordance with their own self-interests. The prin-

9 The legal trustee for the bondholders may be treated as the single principal. It should be added that 
the trustee acts on behalf of the bondholders. The trustee's problem is the selection of bond covenants that 
limit the divergence of interests between corporate management and the bondholders. In general, the trustee 
may have a problem in selecting covenants that provide a solution to the conflict because of the different 
risk aversion measures of the bondholders. In the two cases considered here, however, the bondholders will 
unanimously support a covenant that provides management with the incentive to maximize the risk adjusted 
net present value of the corporation. It should also be noted that in general there might be an agency problem 
between the trustee and bondholders (i.e .. between the agent and the principals). In the cases considered 
here that problem does not arise because of the unanimity. 
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cipal can limit the divergence of interests by providing provisions in the contract that 
give the agent the appropriate incentives to act in the principal's interest; in addition, 
the principal can monitor the activity of the agent. However it is not usually possible 
to specify the contract in such a way as to completely eliminate the conflict of inter­
est problem. Hence, it will usually be the case that there is a difference between the 
action taken by the agent and the action that is in the best interests of the principal. 
Jensen and Meckling (1976) define agency cost as the sum of the monitoring expen­
ditures of the principal, the bonding expenditures of the agent, and the residual loss; 
this residual loss is the loss in the market value of the corporation. 10 

Underinvestment 
The first agency problem considered here occurs when the manager makes investment 
decisions. Jensen and Smith (1985) note that one source of conflict is underinvest­
ment. They observe that 

... when a substantial portion of the value of the firm is composed of future 
investment opportunities, a firm with outstanding risky bonds can have incentives 
to reject positive net present value projects if the benefit from accepting the 
project accrues to the bondholders (Jensen and Smith (1985), p. 111). 

The incentive need not be so extreme that it causes the manager to reject a project; 
the manager may under-invest by limiting the size of the project. Suppose the firm's 
earnings are n(1, ~) = R(1, ~) - c - L(1, ~), where R represents the quasi-rents 
from the investment projects, c represents a fixed obligation to creditors, and L 
represents property losses. The fixed obligation c may be a commitment on previ­
ously issued bonds, but it need not be limited to that. Suppose n is increasing and 
concave in the investment level I. Let X denote the event that the firm cannot pay its 
claimants and creditors. Let B denote the firm's bankruptcy event. The event X is a 
subset of B. Then, with no corporate taxes, the market value of the firm's equity is 
S(b, d, /), where 

S(b,d,I) = I3IB(n+(L-d)-b)dP, (21) 

where S\B = {~ E S I n(1, (0) - (L - d) - b ~ O} = [~, (0). Note that ~ is the 
boundary of the insolvency event here and will be positive even if no new debt is 
issued, i.e., b = O. The market value of the corporation's creditor stake is C(b, d, l) 
where 

10 Jensen and Meckling (1976) also define the residual loss as the dollar equivalent of the loss in expected 
utility experienced by the principal. Although this notion of residual loss is measurable for a particular 
principal, this definition poses problems when a trustee represents many principals because the residual 
loss of any bondholder will depend on the bondholder's measure of risk aversion and on the proportion of 
the contract owned. 
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c=j _c-«R-LhL-d)dP+ r cdP. 
Bb+c J~B 

(22) 

Suppose that the corporate payoff then is the sum of the payoffs from the corporate 
projects or operating divisions. II It is possible to motivate the underinvestment 
problem by noting how the creditor value is affected by changing the investment level 
on a project. Note that the value increases in the scale of the investment if there is a 
positive probability of insolvency, i.e., P{ B} > 0, since 

ac ( c ) a~ c j aR ai= b+c (R(I,~)-d)-b p(~) aI + b+c B aI dP 

=_c-f aR dP 
b+c '" aI 

>0. (23) 

This inequality provides analytic content for Jensen and Smith earlier statement. 
The underinvestment may be relative to either the investment that would maxi­

mize the value of an unlevered corporation, or the investment that is socially effi­
cient. 12 The socially efficient investment maximizes the value of all the corporate 
stakeholders; equivalently, the socially efficient investment satisfies the following first 
order condition 

i an 
-dP-I=O. :::: aI (24) 

This condition implicitly defines an investment level r that maximizes the value of 
all the stakeholders' claims on the firm. The extent of the underinvestment will be 
measured relative to the level of investment indicated here. 

Theorem I shows that the corporate manager will make the investment decision 
for the corporation to maximize current shareholder value, or equivalently, the risk­
adjusted net present value. The objective function is l3 

F == B(b, d, I)+S(b, d, I)-I-i 

=f _b_«R-L)+(L-d))dP+ r m+(L-d))dP-I-i 
Bb+c J~B 

(25) 

II Here it suffices to think of the payoff as being the sum of old and new project payoffs, i.e., 0(/, S) = 
O,,(S) + Op, S). 

12 This is efficiency in the Pareto sense. An investment is socially efficient if it is not possible to make 
one investor better off without making another worse off. 

13 The objective function takes the form B + S - 1 - i, where B denotes the value of any new debt issue. 
Using corporate value here is inappropriate because there can be an old debt issue. 
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The following first order condition implicitly defines the optimal investment r that 
is selected by corporate management acting in the interests of current shareholders: 

aF = f _b_ aR dP + r aR dP -I _ ai 
aI B b+c aI J=:IB aI aI 

= r an dP-I-f _c_aR dP 
J=: aI B b+c aI 

=0. (26) 

The first order condition in equation (26) shows that the manager under-invests, equiv­
alently, r < J", where 1m and J" represent the investment levels that maximize current 
shareholder value and total stakeholder value, respectively. 

Insurance can play an important role in alleviating the underinvestment problem. 
The decision sequence is critical. To ensure that current shareholders receive the 
benefit of positive risk-adjusted net present value investment decisions, the insurance 
contract must precede the investment. If insurance can be used to eliminate insolvency 
risk then the first order condition in (26) shows that the underinvestment problem 
would be eliminated. The next theorem shows that even if insurance cannot eliminate 
the insolvency risk and the underinvestment problem, it can be effectively used to 
reduce the impact of this problem. 

Theorem 4. If the probability of insolvency is positive, i.e., P{ B} > 0, then the 
optimal investment increases with insurance coverage. 

Proof. It suffices to show that 

a2F 

aI _ adaI 0 
del -- a2F < . 

aI 2 

(27) 

The concavity of F makes the denominator negative and so the optimal investment is 
decreasing in the deductible if the numerator is negative. Note that the numerator is 

a2F = __ c_aR(J,~) (~)a~ <0 
adaI b+c aI P ad ' 

(28) 

and the sign in (28) follows since the quasi-rent increases in the investment and the 
boundary of the insolvency event increases in the deductible. QED 

This theorem shows that insuring mitigates the underinvestment problem. If the 
firm insures and increases its investment then it protects bond and general creditor 
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values and so facilitates the movement of all additional value from investment to exist­
ing shareholders. The theorem also suggests that full insurance is optimal. 

Asset Substitution 
The second agency problem considered here is typically referred to as either the asset 
substitution or risk-shifting problem. It is encountered by the corporation in selecting 
the set of assets and liabilities that constitute the firm. The problem can occur when 
the firm selects among mutually exclusive investment projects (e.g., MacMinn 
(1990)), selects a portfolio of investment projects (e.g., Green (1984)), makes oper­
ating decisions, restructures, (e.g., MacMinn and Brockett (1995), etc. Jensen and 
Smith note that 

... the value of the stockholders' equity rises and the value of the bondholders' 
claim is reduced when the firm substitutes high risk for low risk projects (Jensen 
and Smith (1985), p. 111 ).14 

Rational bondholders are aware of the incentive to shift risk and so it is reflected in 
a lower value for the corporation's debt issues, or equivalently, in a higher interest rate 
on the debt. An insurance mechanism is constructed here that can reduce or eliminate 
the risk-shifting incentive and so another source of the agency cost of debt. 

In order to demonstrate the agency problem, suppose the corporation is consid­
ering an operating decision after its finance and insurance decisions have been made. 
Let q denote the operating decision now and let n(q, ~) denote the random earnings. 
Suppose earnings are positive for all statesY Suppose also that the project satisfies 
the Principle of Increasing Uncertainty (PID) (see Leland (1972); MacMinn and 
Holtmann (1983)); let the random payoff be defined by a function that maps the 
operating decision and state into earnings. Then the payoff is n(q, ~) and by the 
PIU, D 2n > 0 and D l2n > 0. 16 These derivative properties say that the payoff increases 
in state as does the marginal payoff.17 The PIU also implies that, after correcting for 
the changes in the expected payoff, an increase in scale increases risk in the Roth­
schild-Stiglitz sense. IS 

To establish the existence of the asset substitution problem consider the relation­
ship between the scale and the level of debt. If the firm levers itself to finance the 
project then the stock value is S(b, q) and 

14 See Green (1984) and Hirshleifer (1965) for similar statements. 
15 The assumption 0 > 0 for all ~ E ::: simply allows the result Vi = V", for any insurance scheme, to 

be used here. 
16 This notation denotes the partial derivative of 0 with respect to its first argument and the cross partial 

of 0 with respect to its first and second arguments, respectively. 
17 The state space is still assumed to be finite but it is easier to see the mean-preserving spread when 

Or is drawn as a continuous function of state. 
18 See Rothschild and Stiglitz (1970) for a definition of increasing risk. See MacMinn and Holtmann 

(1983) for a demonstration of this equivalence result. 
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S(b, q) == IB (O(q,~) -b)dP(~) 

== Ipw m(q,~) -b)dP(~), 

555 

(29) 

where B == {~ I n(q, ~) - b < O}; ~ is the boundary of the insolvency event and is 
implicitly defined by the relation n(q, ~) - b == O. Once the funds have been raised, 
the firm makes its operating decision to maximize shareholder value. The condition 
for an optimal operating decision is 

as ran 
- == JI -dP==O. 
aq p aq 

(30) 

It follows by the PIU that the output scale increases with leverage if the probability 
of insolvency is positive, i.e., p{n - b < O} > O. To see this, note that 

a2s 
aq abaq 
ab == - a2s 

aqaq 

_ aO(q, 1;) (r) al; 
dq P':> db 

= ----"-----a2s 
dq2 

>0. (31) 

The inequality in (31) follows because the marginal payoff is negative at the bound­
ary of the financial distress event by the PIU, the denominator is negative by the con­
cavity of the payoff function, and the boundary state ~ of the financial distress event 
is an increasing function of leverage. 

Also observe that the increase in scale reduces the debt and corporate values. The 
value of the bond issue is B(b, q), where 

(32) 

The corporate value is 

V(q) == B(b,q)+S(b, q) == rn dP. (33) 

The operating scale affects the probability of distress and the bond payoff in the dis­
tress event. Note that 
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dS =i~dn dP<O 
dq 0 dq 

(34) 

by the PID. Hence, the increase in risk suffices to reduce the bond value. The same 
increase in risk, of course, increases the stock value. Although it may be less appar­
ent, the increase in risk reduces the corporate value if the probability of financial dis­
tress is positive. To see this, observe that equation (21) implicitly defines operating 
scale that maximizes the stock value; let q' denote that scale. The next equation implic­
itly defines that operating scale that maximizes the corporate value; let q' denote that 
scale: 

dV i'" dn -= -dP=O. 
dq 0 dq 

(35) 

By comparing equations (30) and (35), it is apparent that the PIU yields qS > q' and 
so V(qS) < V(q'). Therefore, in the absence of any mechanism to avoid the agency 
problem, the levered corporation has an incentive to increase the scale of its opera­
tion and so increase the risk of its debt issues. The agency cost of debt, in this case 
is V(q') - V(qS). 

Now, consider whether a bond covenant requiring insurance can be written in a 
way that eliminates the risk-shifting problem. Let i denote the insurance premium. 
Without the insurance the corporate payoff is n(q, ~) = R(q, ~) - L(~), where Rand 
L represent the quasi-rent and property loss, respectively. With insurance, the corpo­
rate payoff is R - L + max {O, L - d} where d is the deductible on the insurance. The 
insurance premium is the risk-adjusted presented value of the net loss, i.e., 

i = fa'" max{O, L -d}dP. (36) 

The corporation makes the finance and insurance decisions now, knowing the impact 
that those decisions have on the subsequent production decisions. Green (1984) and 
MacMinn (1993) have shown that convertible bonds can be used to solve the risk­
shifting problem. MacMinn (1987) showed that insurance contracts can also solve the 
risk-shifting problem. It is also possible to eliminate the problem by issuing equity 
rather than debt. Hence, there are capital structure choices that are not considered in 
the literature. The analysis here is a generalization of the literature. 

Theorem 5. If the probability of insolvency is positive, i.e., P{S} > 0, then insuring 
the property risk is optimal. 

Proof. Recall that the corporation makes an insurance decision and capital structure 
decision and subsequently makes the production. The production decision is a func-
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tion of the leverage and insurance decisions. Hence, the condition for an optimal insur­
ance decision is 

dF dV dq dV di 
-=--+---
dd dq dd dd dd 

= r(dR dq -1)dP+ r dP 
o dq dd 0 

=0. (37) 

Evaluating this derivative at q' yields 

dF dq rP dR 
ad = dd Jo dq dP < O. (38) 

The sign follows because the operating scale increases in the deductible and the mar­
ginal payoff or quasi-rent is negative in the financial distress event. Therefore a pos­
itive probability of financial distress makes it optimal, ceteris paribus, to purchase 
insurance. QED 

Theorem 5 represents one more example of the link between finance decisions 
and operating decisions. This particular application ofthe risk-shifting problem is very 
common and the result shows that insurance can be effective in mitigating the effects 
of risk-shifting and so credibly committing the firm to a particular operating decision. 
The theorem shows that the insurance allows the current shareholder value to be 
increased despite the fact that, viewed by itself, the insurance is a zero risk-adjusted 
net present value decision. It may also be observed that the theorem implies that it is 
optimal to increase the insurance coverage as long as there is any insolvency risk; 
this, in turn, implies that full insurance is optimal if it does not eliminate the insol­
vency risk. 

16.5 TAX ASYMMETRIES 

The tax model has traditionally been the most important in corporate finance. The 
corporate tax motivates the use of debt and helps explain the optimal use of that con­
tract either in the small or in the large. In the insurance literature either the convex 
random tax liabilities or differences in capital gain versus income tax rates are used 
to show that insurance can add value. A different perspective is provided here by intro­
ducing a second source of risk. The risk that has been introduced in the previous sec­
tions is an economic index and can be thought of as a market risk. The property risk l9 

19 Pure risk, accident risk, and property risk are used synonymously here. 
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may arise as a consequence of accident or weather conditions and so be modeled with 
another index. That is the approach taken here. 

In the economy constructed here the state space is expanded so that (S, /;) E ::: x 
Z; ~, as before, is interpreted as an index of economic conditions and::: = [0, w] is 
the set of these index numbers. The state I; represents an accident state and Z = 

{O, I} is the set of these states. The pure or equivalently accident risk is a random 
variable A: Z ~ R.20 Let A(O) = 0 and A(l) = L. The corporate payoff is r = n - A, 
where n is the random corporate payoff without the accident risk. This generaliza­
tion of the financial model introduces a new valuation problem. Even if investors pur­
chasing stock in the corporation know that a particular economic state will occur then, 
the corporate payoff is still uncertain until the accident state has been resolved. The 
introduction of a pure risk causes incompleteness in an otherwise complete financial 
market system. If the corporation does not hedge or otherwise insure the property risk 
then risk averse investors will hedge it. The financial values expressed here are a con­
sequence of that hedging behavior.2 ! 

Suppose the property loss L occurs with probability 8 so that no loss occurs with 
probability 1 - 8. Suppose the loss L is large enough so that there is a positive prob­
ability of bankruptcy if the accident occurs but not so large that there is a positive 
probability of bankruptcy if the accident does not occur.22 Let the tax liability of the 
corporation be denoted by T = t max {O, n - b - A} where t is the tax rate; this assumes 
that the principle and interest are deductible.23 The equity payoff is n - b - A - T 
and so the stock value is24 

s = f: «1-8)0- t)(D(q, s) -b»dP 

+ Ii'" (0-9)(1- t)(D(q, s) -b)+90- t)(D(q, S) -b -d»dP (39) 

where 0 is the boundary of the bankruptcy event and is implicitly defined by the con­
dition n(q, 0) - b - L - T(b, d, q, 0) = O. The after-tax value of the firm is 

V= f:«l-8)0-t)D+0-8)tb+8(D-d»dP+ f«l-t)1t+tb-80-0d)dP. (40) 

Let the corporate objective be the current shareholder value F = V - I - i, as 

20 Any random variable may be interpreted as a function mapping index numbers into the real line. A 
speculative risk maps::: into the real line while a pure risk maps Z into the real line. 

2! See (MacMinn 1999) for on the hedging behavior that provides these values. 
22 The probability of bankruptcy is endogenous and so to be complete one would have to allow for a 

positive probability of bankruptcy for any accident loss as long as the leverage is sufficient. That general­
ity is not necessary to make the point that is demonstrated here. 

2l The assumption is only made to simplify the analysis and make the models here approximately the 
same. 

2. Note that the shareholders may receive a payoff in what has been called the bankruptcy event. Now, 
however, the bankruptcy event also depends on whether or not an accident occurs. 
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before, but where corporate value is now specified by equation (40). Here, as 
elsewhere, suppose the manager makes the financing decisions then the operating 
decisions. 

The manager, acting in the interests of current shareholders, makes the finance 
and insurance decisions to maximize the objective function F. The first order condi­
tion for a bond issue is 

(41) 

The second equality in equation (41) follows due to the subsequent first order 
condition for an optimal output. The first two terms on the right hand side of 
equation (41) represent the marginal value of the debt tax shelter while the last 
term on the right hand side represents the marginal agency cost of the bond issue. 
Equation (41) implies the result that the firm issues bonds and pushes the bond 
issue to the point at which the marginal value of the tax shelter equals the marginal 
cost of the agency problem. Hence, ceteris paribus, equation (41) implies a risky debt 
Issue. 

The manager also makes an insurance decision to maximize current shareholder 
value. The first order condition is 

aF fO fro fOl ad = -0 Jo dP - 0- t)0 Jo dP + 0 Jo dP 

aq {fO( an an) fOO an} +- J, (l-O)(l-t)-+O- dP+ Ji O-t)-dP ad 0 aq aq ° aq 

=Otfo"' dP+ ~! {Loo ~~ dP} (42) 

The second equality follows due to the subsequent first order condition for an optimal 
output. The first term on the right hand side of equation (42) represents the marginal 
value of the tax shelter while the second term on the right hand side represents the 
marginal agency cost. Equation (42) implies the result that the firm increases its 
deductible, equivalently, reduces its insurance to the point at which the marginal value 
of the tax shelter equals the marginal agency cost. Equation (42) does not yield a con­
clusion like the bond issue equation because setting the deductible to zero does not 
eliminate the default risk; the contrary is more nearly true. 

Despite the limitations in interpreting the first order condition in equation (42), 
it is possible to demonstrate a demand for insurance in this version of the model. It 
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is possible for the firm to increase its leverage with a bond issue and counter the 
increase in the agency cost by simultaneously increasing its insurance coverage. A 
one to one trade-off in the size of the bond issue and the size of the deductible suf­
fices to eliminate the agency cost at the margin and to increase the value of the tax 
shelter. Hence, there is a tax driven demand for insurance. The result is summarized 
in the following theorem. 

Theorem 6. The corporate tax suffices to generate a demand for insurance. 
Sketch of Proof. Suppose that for every dollar increase in leverage, the firm reduces 
the deductible by a dollar. Then the firm can generate an increase in value. Letting 
v = (1, -1) and D,F denote the derivative of the objective function in the direction v, 
observe that25 

DF(b d)= aF _ aF , , ab ad 

= (1- 8)t fo'" dP 

>0. 

follows by direct calculation. QED 

(43) 

Theorem 6 shows a rather strong motivation to insure. The property risk repre­
sents a risky tax shelter while the bond represents a certain tax shelter; the theorem 
shows that it is optimal to replace a risky with a safe tax shelter.26 This is an intuitive 
result but it does require the introduction of the second index and so it is not a result 
that has been reported in the literature. It should be noted that the direction the financ­
ing takes, i.e., v = (1, -1), does isolate the effect from the agency cost of debt because 
the probability of bankruptcy is held constant. Once the exchange of tax shelters is 
complete the firm still has the incentive specified in (41) to increase the size of the 
debt issue to the point at which the marginal benefit due to the tax shelter equals the 
marginal agency cost of the debt. 

16.6 CONCLUDING REMARKS 

The notion of risk management implies that the corporation plays an active role in 
reducing the risk of the corporate payoff in much the same way that an individual 
investor would reduce risk by diversifying his portfolio. The analysis here shows that 

'5 The derivative of a function in a direction v = (Vlo v,) is D,F = v,D,F + v,D,F. 
26 Of course, it should be recalled that the principal and interest are being deducted here. In a setting in 

which only interest on debt is deductible a similar result should hold if the interest rate, i.e., coupon inter­
est on the issue, is sufficiently large relative to the probability of the loss. 
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it is not always necessary for the corporation to actively pursue any risk reduction 
policy (i.e., risk management is irrelevant). This is the case if the corporation's risk 
management operation does not affect the payoffs that investors can achieve by diver­
sifying their own portfolios. The first and most naive version of the financial markets 
model demonstrates this case. 

The corporation has an active role to play in managing risk if it can alter the 
payoff distribution in a way that investors cannot duplicate on personal account. In 
the sections on costly bankruptcy and agency problems, the analysis shows that minor 
modifications of the financial markets model provide the corporation with an incen­
tive to purchase insurance. Two results emerge from the analysis. The first is that 
current shareholder value is greater for an insured than an uninsured firm in an 
economy with costly bankruptcy. This is the case because the firm can reduce the 
bankruptcy cost and this is something that individual investors cannot achieve on per­
sonal account. This result is not substantially altered by the introduction of a corpo­
rate tax and debt. The second result is that insurance may be used to reduce or 
eliminate some of the agency costs of debt. The corporate manager who selects the 
investment level can alleviate the underinvestment problem by insuring and so 
increase current shareholder value. This agency cost is like a deadweight loss; in the 
process of eliminating it the manager can make all the corporate clairnholders better 
off. The asset substitution, or equivalently, risk-shifting problem can also be allevi­
ated by insuring. The analysis here shows that the firm with bankruptcy risk will, 
ceteris paribus, over-produce. The firm can increase current shareholder value by pro­
viding a credible commitment that it will not over-produce and insurance represents 
one way of providing such a credible commitment. 

Although this model is based upon conventional indemnity contracts, in recent 
years there has been a proliferation of new derivative securities such as catastrophe 
bonds, exchange-traded catastrophe options, credit derivatives and weather derivatives 
that can be expected to play increasingly important roles in the management of 
risk. The catastrophe (CAT) instruments have been used primarily by insurers and re­
insurers to expand reinsurance capacity for catastrophes, but there is every reason to 
expect non-insurance companies that are already accustomed to hedging financial 
risks with derivatives to consider the CAT instruments, credit and other derivatives as 
viable alternatives to conventional indemnity contracts. Doherty (1997b) notes that 
by linking payoffs to indices that are correlated with the insured's loss but over which 
the insured has little control, such instruments help to resolve moral hazard problems. 
This benefit must be traded off against basis risk. While the current model does not 
incorporate alternative risk transfer mechanisms such as derivatives, the framework 
provided is robust enough to accommodate such instruments and would be a very 
fruitful avenue for future research. 

While a fair amount of attention has been paid to developing theories concern­
ing the corporate demand for insurance, the empirical implications of these theories 
have largely gone untested. This has primarily been due to the difficulty in obtaining 
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data on corporate insurance purchases. Mayers and Smith (1990) and Garven and 
Lamm-Tennant (1999) attempt to overcome this problem by examining the demand 
for reinsurance by insurance companies.27 While these authors report empirical results 
that are not inconsistent with the bankruptcy and agency cost theories, unfortunately 
it is not possible to unambiguously distinguish empirically between these theories.28 

Furthermore, Garven and Lamm-Tennant's results on tax convexity are inconclusive. 
Studies of the corporate demand for insurance by non-financial firms that have some 
bearing on the theories presented here have been conducted by Davidson, Cross, and 
Thornton (1992), Core (1997) and Yamori (1999). Davidson et al. find no evidence 
that the purchase of insurance affects the cost of equity capital, a result that is con­
sistent with the notion that shareholder risk aversion does not motivate the corporate 
demand for insurance. Core finds, among other things, that firms with higher finan­
cial distress probabilities are more likely to purchase directors' and officers' liability 
insurance. Yamori reports that more highly levered firms insure more, but like Garven 
and Lamm-Tennant his results on tax convexity are inconclusive. Future empirical 
research in this area will need to focus upon building empirical models that make use 
of better databases that have less severe data limitations as well as accomplish a better 
job of empirically discriminating between the theories discussed in this survey. 
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17.1 INTRODUCTION 

This chapter has two objectives. The first objective is to provide a survey of the 
literature on corporate hedging and financial risk management with an emphasis on 
how the general literature applies in insurance. We begin by reviewing the theoreti-
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cal rationales for risk-neutral, profit-maximizing firms to practice risk management 
and then go on to discuss the empirical literature on corporate hedging. The second 
objective is to develop a new theoretical model to explain why the managers of risk­
neutral insurance companies engage in risk management.' Insurers are hypothesized 
to invest in multiple period, private assets where the payoffs are not fully realized if 
the assets have to be liquidated prior to their expiration. Avoiding adverse shocks to 
capital that would trigger a liquidation provides the motivation for risk management 
in our model. 

This paper draws upon three strands of modern financial theory. The first strand 
is perfect-markets asset pricing theory as applied to widely held firms whose shares 
are traded in frictionless and complete markets. This theory is based on the assump­
tion that shares are owned by diversified investors, who eliminate non-systematic risk 
through their portfolio choices.2 Investors are risk averse and choose portfolios that 
are optimal in terms of their taste for risk. In its simplest form, the theory envisions 
investors as balancing risk and return by choosing portfolios that are linear combi­
nations of a riskless asset (e.g., Treasury bills) and the market portfolio of risky assets. 
Because investors can achieve an optimal risk-return position by varying the weights 
placed on the riskless asset and the market portfolio, such investors do not want the 
individual corporations that constitute the market portfolio to manage non-systematic 
risk. Rather, investors want firms to maximize the market value of their net worth. In 
perfect markets financial theory, this generally implies that firms should be risk 
neutral, i.e., they should take advantage of any projects available to them that have 
positive net present values, without regard to non-systematic project risk.3 Because 
corporate risk management is costly (e.g., because it requires the use of costly man­
agerial resources, the payment of premia for options and other derivatives used to 
manage risk, etc.) and because investors can engage in "home-made" risk manage­
ment, expenditures on risk management at the corporate level constitute a deadweight 
loss to investors. 

The second strand of financial theory discussed in this paper attempts to explain 
the existence of corporate risk management. This theory was developed because it has 
been observed that corporations do manage risk, in spite of the strong proscription 
against this type of activity in perfect-markets financial theory. In fact, the existence 

I We follow the standard practice in the insurance economics literature in referring to insurance com­
panies as "insurers" throughout our discussion. Insurers are assumed to be owned by shareholders who hire 
managers to operate the firm. 

2 Financial theory divides risk into two major types-nan-systematic risk, which can be eliminated by 
investing in a diversified portfolio, and systematic risk, which cannot be eliminated through diversification. 
Non-systematic risk is considered to be firm or industry specific, whereas systematic risk affects the entire 
market and thus cannot be diversified away. 

J Systematic project risk is recognized through the discount factor used to calculate the net present 
value of the project, i.e., it is recognized in the cost of capital. See Srealey and Myers (1996) for further 
discussion. 



Financial Risk Management in the Insurance Industry 567 

of corporate risk management can be explained by reference to imperfections in finan­
cial markets. Financial theorists have identified two broad categories of imperfections 
to explain the existence of corporate risk management. One class of imperfections 
consists of factors that impose costs on firms that do not manage risk. Managing risk 
in response to these imperfections is generally value maximizing, i.e., the market value 
of corporate net worth will be higher if this type of risk management is carried out 
than if it is not. The second class of imperfections that motivate risk management are 
typically associated with managerial behavior, i.e., instead of maximizing the value 
of the firm, managers may maximize their own utility. The extent to which this behav­
ior is consistent with value maximization is unclear. If risk management is costless 
then allowing managers to hedge risk at the corporate level may be value enhancing 
to the extent risk averse managers demand less compensation due to the decreased 
likelihood that adverse outcomes will threaten their job security. However, if risk 
management is costly, then shareholders may have to undertake certain activities, such 
as the development of incentive-based compensation contracts or undertake costly 
monitoring, to ensure the resources of the firm are devoted to the maximization of 
the firm's net worth and not the manager's own utility. The value maximizing and 
managerial risk aversion motivations for risk management are discussed in detail in 
section 2 of this chapter. 

The third strand of financial theory explored in this paper deals with information 
asymmetries and private information, both of which are assumed away in perfect 
markets financial theory. This theory views insurers as financial intermediaries that 
borrow funds from policyholders by issuing insurance policies and then "inter­
mediate" these funds into portfolios of invested assets. Private information can be 
present in both the underwriting and the investment operations of an insurer. Infor­
mation asymmetries are generally present between the company and its policyhold­
ers as the policyholders typically know more about their risk characteristics than does 
the insurer. This information asymmetry can lead to the problem adverse selection 
and, in the extreme case, lead the market to fail as explained in the important article 
by Rothschild and Stiglitz (1976) as well as much subsequent research. The company­
policyholder asymmetry also presents an opportunity for the insurer to develop private 
information, i.e., information on its policyholders that is known by the insurer but not 
by its competitors. By insuring a policyholder over a period of time, the insurer 
acquires information on the policyholder's risk characteristics that is not available to 
competing insurers. The insurer may be able to exploit this private information to earn 
economic rents from policyholders that have been with the company for a period of 
time (see D'Arcy and Doherty 1990). 

Financial intermediaries also can acquire private information in their investment 
operations. Generally, this involves acquiring more information about a borrower or 
a complex security than is possessed by the market as a whole. For example, there 
is considerable evidence that banks acquire information about certain types of 
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borrowers that is difficult for other investors to replicate (Diamond 1991). This infor­
mation gives banks a competitive advantage over other banks and the capital markets 
in dealing with these borrowers; and banks can exploit this information to earn 
economic rents (Rajan 1992). Likewise, insurers have an informational advantage in 
investing in certain types of assets. E.g., life insurers are the major source of privately 
placed bonds in the U.S. capital market. Privately placed bonds are analogous to bank 
loans in terms of providing opportunities for insurers to gain an informational advan­
tage.4 Insurers also invest in structured securities and other complex long-dated finan­
cial assets where the expected return on the assets may be higher due to the level of 
private information they contain. 

In this chapter, we provide a new rationale for corporate risk management based 
on private information. We develop a model motivated by the observation that 
insurers engage in contracts covering multiple time periods for which the payoffs on 
those contracts may not be fully realized until they expire. For example, D' Arcy and 
Doherty (1990) provide empirical evidence that insurers may be willing to underprice 
(take a loss on) newly issued policies based on rents they expect to earn from the 
subset of new policyholders who stay with the company for a period of years. The 
motivation for underpricing new policies is that insurers cannot fully discriminate 
between good and bad risks who are applicants for insurance. However, by observing 
policyholders over a period of time, they are able to identify the bad risks and either 
charge them higher premiums or eliminate them from the policyholder pool. Insurers 
earn a profit on the good risks that remain that more than offsets the losses created 
by having some bad risks in the pool at the outset. The good risks are hypothesized 
to remain with the insurer even though their premiums are higher than would be 
experienced in an informationally efficient, competitive market because competitors 
do not observe the private information that has been accumulated and hence cannot 
distinguish the good risks from the bad risks that have been eliminated from the 
pool. Thus, the good risks do not have an incentive to leave the insurer and go back 
into the market. 5 

4 Such private information would not arise for widely traded, standardized securities such as Treasury 
bonds and corporate equities. For private information to develop, the investor must have a unique 
opportunity to obtain information that is not available to others. The relationship between banks and 
their borrowers and between insurers and the issuers of privately placed bonds may give rise to such 
information. 

5 Implicit in this discussion is the assumption that the price charged to new policyholders is higher than 
the price the good risks have to pay if they remain with the insurer, which in turn is higher than the price 
the good risks would pay in an informationally efficient, competitive market. Recall that the price charged 
to new risks is a pooled price applying to both bad risks and good risks. Consequently, insurers could lose 
money on the pooled price when selling to both bad and good risks and still have sufficient slack in pricing 
to earn positive rents when insuring only the good risks. Another issue, discussed by D' Arcy and Doherty 
(1990), is that the insurer's competitors could adopt the strategy of offering insurance at favorable rates to 
policyholders who can present a valid renewal offer from another insurer; and, in fact, at least one major 
company has based a marketing campaign on this approach. In effect, by making the renewal offer, the 
insurer has revealed some of its private information, which can potentially be captured by competitors. 
D' Arcy and Doherty suggest various ways that the insurer could protect its private information by 
"scrambling" the renewal signal. 
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We refer to contractual relationships in which insurers earn economic rents from 
private information as private assets-a term encompassing both insurance policy 
relationships as well as investments such as privately placed bonds and other opaque 
assets. In our model, we assume that private assets must be held for a specified period 
of time in order for positive rents to be realized. We make the simplifying assump­
tion that if insurers are forced to liquidate some or all of their positions in the private 
assets at some intervening time period due to a shock to the capital resources of the 
firm, they will only collect the par value of their investment and therefore be forced 
to pass up the opportunity to realize the benefits of private information. In the case 
of insurance policies, an adverse shock to capital may lead to a ratings downgrade or 
regulatory intervention that causes a "flight to quality" by the insurer's profitable long­
term policyholders. In the case of investments, an adverse shock may create cash 
flow problems that require the insurer to liquidate long-dated private investments on 
unfavorable terms. 

Insurers can reduce the probability of having to liquidate their positions in private 
assets in the intervening time periods in one of two ways. First, they can reduce the 
level of investment they make in the private assets and hold additional levels of cash 
(or some other highly liquid security). The cost of adopting such a strategy is the 
opportunity cost of not being able to more fully participate in a private asset with a 
higher expected return. This is a particularly serious problem if the private asset 
involves the firm's core business, as in the case of an insurer issuing insurance 
policies. Alternatively, insurers can engage in risk management to reduce the chance 
that a given shock to capital will require liquidation of the private asset. To the extent 
that practicing risk management is less costly than holding cash, insurers will have 
an incentive to transfer as much of the risk of the shock away from the firm as 
they can. 

The theories we discuss in this chapter are quite general and also provide moti­
vations for non-insurance firms to manage risk. However, there are two principal 
reasons why the discussion should be of particular interest to insurance economists: 
(1) Because of the nature of insurance enterprise, financial firms such as insurers 
are more susceptible to the agency costs associated with shareholder/manager and 
shareholder/customer informational asymmetries than are corporations in general. For 
example, insurers tend to invest in liquid asset classes which can be subject to rapid 
change. Financial firms thus can enter, exit, expand, and contract businesses rapidly, 
making them difficult to monitor effectively (Merton and Perold 1993; Perold 1999). 
In addition, financial firms are "opaque" in the sense that some of their activities are 
not publicly disclosed or disclosed only with significant time lags (Ross 1989). For 
example, insurers do not publicly report the adequacy of loss reserves and they dis­
close detailed data on their asset portfolios only in their annual regulatory statements. 
Information asymmetries are also endemic in the relationship between insurers and 
their customers. It is not a coincidence that Rothschild and Stiglitz (1976) and many 
subsequent papers on adverse selection have used insurance markets as the primary 
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example of adverse selection. Thus, the deadweight costs of capital due to informa­
tional asymmetries are particularly severe in this industry, which should lead to a 
higher demand for risk management by insurers. (2) As financial intermediaries, the 
suppliers of an insurer's debt capital are also its customers; and the customers of an 
insurer are particularly averse to insolvency risk (credit quality) and will strictly prefer 
to conduct business with highly rated firms (Merton and Perold 1993; Phillips, 
Cummins, and Allen 1998).6 

The chapter proceeds as follows: Section 17.2 provides a brief overview of 
the financial rationale for corporate hedging from the prior literature. Section 17.3 
provides a summary of the empirical evidence investigating the economic factors 
associated with risk management and the use of derivative securities. In section 17.4, 
we present our theoretical analysis providing a new rationale for corporate hedging. 
Section 17.5 concludes the chapter. 

17.2 THE RATIONALE FOR CORPORATE RISK MANAGEMENT: 
A SURVEY OF RECENT LITERATURE 

As mentioned above, a perfect-markets approach to financial theory views corporate 
risk management as creating deadweight costs that reduce firm value. However, 
because widely held corporations do engage in risk management, researchers have 
developed a richer set of hypotheses to explain why corporations manage risk. One 
set of motivations for risk management are viewed as contributing to the maximiza­
tion of firm value. These factors include various market imperfections, incentive con­
flicts, and information asymmetries that are hypothesized to create motivations for 
value-maximizing corporate managers to engage in hedging activities (see, for 
example, Smith and Stulz 1985; Froot, Scharfstein, and Stein 1993; Stulz 1996; and 
Tufano 1996). However, it is also recognized that corporations may engage in risk 
management activities based upon objective functions other than those that are purely 
value-maximizing. Such activities typically arise due to managerial risk aversion and 
imperfectly controlled incentive conflicts between managers and owners (Smith and 
Stulz 1985; Stulz 1996). This section reviews the literature that explains both the 
value maximizing and alternative motivations for corporate hedging. 

6 Investors are willing to supply capital to firms with various levels of insolvency risk as long as they 
are appropriately compensated. Customers of insurers have a greater concern about credit quality because 
they have purchased insurance in most cases to reduce their exposure to unfavorable contingencies that 
threaten their financial security. A bond investor can protect against bond defaults by specific issuers by 
investing in a diversified portfolio. An insurance policyholder, on the other hand, cannot diversify by pur­
chasing numerous small insurance policies from a large number of insurers. Thus, credit risk acquires 
greater significance to buyers of insurance than to investors in corporate debt. 
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Value Maximizing Motivations for Hedging 
One rationale for value-maximizing firms to engage in hedging actlVltIes is the 
avoidance of the costs of financial distress. Financial distress costs include the direct 
costs of bankruptcy such as legal fees and court costs. Financial distress costs also 
encompass indirect costs that arise even if the insurer does not enter bankruptcy, such 
as reputational losses and the disruption of relationships with employees, suppliers, 
and customers. For example, key managers may seek employment elsewhere if the 
firm encounters financial difficulties, suppliers may be reluctant to grant trade credit 
to a financially vulnerable firm, and customers may shift their business to competing 
firms in a "flight to quality.'" 

Financial distress costs also can arise if cash flows are adversely affected by 
unhedged risks that force managers to forego profitable investment projects. This is 
the classic under-investment problem, first identified by Myers (1977).8 The under­
investment problem arises because the presence of debt in the firm's capital structure 
may lead the firm to forego positive net present value projects if the gains primarily 
accrue to bond holders rather than shareholders. The problem is more likely to occur 
in highly leveraged firms, providing a motivation for firms to hedge to avoid shocks 
to equity that result in high leverage ratios. A related problem, identified by Froot, 
Scharfstein, and Stein (1993) arises if external funds are more costly than internal 
funds, due to, say, information asymmetries between managers and shareholders. For 
example, managers are likely to be better informed about the expected cash flows 
from a potential project than are shareholders. Firms may hedge to reduce the volatil­
ity of their cash flows and thus help to ensure the availability of internal funds to take 
advantage of attractive projects. 

The hypothesis that firms engage in risk management to avoid financial distress 
costs seems particularly applicable to the insurance industry. In the insurance indus­
try, managers are likely to have more information about the adequacy of loss reserves 
than do the insurer's owners, leading to higher costs for external than for internal 
capital. In addition, insurers are subject to stringent state solvency regulation, enforced 
through regulatory site audits, detailed reporting requirements, and computerized 
audit ratio tests (see Klein 1995). Recently adopted risk-based capital standards 
require insurance commissioners to institute corrective action and ultimately to seize 
control of financially troubled insurers when their equity capital falls below certain 
thresholds. This regulatory "option" on the equity of the firm reduces the value of 
the owners' interest in the firm (Cummins, Harrington, and Niehaus 1995). Both 
corporate and personal lines policyholders are very sensitive to an insurer's financial 
ratings and are likely to take their business elsewhere if the insurer's financial condi­
tion begins to deteriorate. 

7 See Andrade and Kaplan (1998) for one attempt to measure the costs of financial distress. 
8 See also Mayers and Smith (1987). 
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There are a number of risks faced by insurers that may motivate them to hedge 
using derivatives and other risk management strategies (Santomero and Babbel 1997). 
Both life and property-liability insurers issue insurance contracts that create liabilities 
with maturities of fifteen years or more, and both types of insurers tend to invest 
heavily in long-term financial assets such as bonds. These long-term assets and lia­
bilities expose insurers to interest rate risk that can adversely affect the market values 
of assets, liabilities, and equity. The empirical evidence suggests that both property­
liability and life insurers tend to have positive equity duration gaps, with the duration 
of assets exceeding the duration of liabilities (Cummins and Weiss 1991; Staking and 
Babbel 1995), and insurers seek to hedge the resulting duration and convexity risk 
(Santomero and Babbel 1997).9 

In addition to high-grade, publicly-traded bonds, insurers also invest in assets with 
higher default risk, higher return volatilities, and/or lower liquidity, providing a poten­
tial motivation for hedging such risks. For example, investments in real estate may 
expose insurers to more price and liquidity risk than they would like to retain. Many 
life insurers also invest heavily in privately placed bonds and mortgages, which 
often contain embedded options and are also subject to liquidity risk. Both life and 
property-liability insurers invest in collateralized mortgage obligations (CMOs), 
which carry similar risks. With the increasing internationalization of financial 
markets, insurers have begun to invest more heavily in foreign securities, either as a 
hedge against foreign liabilities or simply to enhance portfolio diversification and take 
advantage of attractive yields. Insurers thus have the motivation to reduce their expo­
sure to foreign currencies by hedging the exchange rate risk resulting from foreign 
assets and liabilities. Investment in corporate equities exposes insurers to systematic 
risk from market fluctuations, which cannot be eliminated through diversification but 
can be managed through trading in derivatives such as stock options. 

Various categories ofliabilities also potentially expose insurers to abnormal risks. 
For life insurers, these include group annuities and individual life insurance and 
annuities. Group annuities are held by sophisticated institutional investors such as 
corporate pension plans, who are sensitive to both yields and insurer financial ratings. 
Individual life insurance and annuities are relatively long maturity contracts that 
contain numerous embedded options, making them particularly sensitive to interest 
rate and/or equity volatility risk. For example, many asset accumulation policies 
include minimum yield guarantees, in effect incorporating put options that are auto­
matically exercised against the insurer when investment yields decline or, in the case 

9 Duration and convexity risk refer to the risk of changes in the market values of assets and liabilities 
due to changes in interest rates. The market values of assets and liabilities equal the present value of their 
cash flows. If interest rates increase, the present value of the cash flows decline. If assets have longer dura­
tions than liabilities, for example, an interest rate increase will reduce the market value of assets by more 
than it reduces the market value of liabilities, leading to a decline in the market value of equity that can 
create financial distress costs. 
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of equity-linked annuities, during periods of downturns in the stock market. Life 
insurers also issue guaranteed investment contracts (GICs), similar to structured notes, 
that are purchased primarily by institutional investors. GICs are yield-sensitive and 
contain embedded options that are likely to be exercised in response to changes in 
interest rates and other economic fluctuations. 

A related motivation for risk management by insurers and other financial inter­
mediaries has been suggested by Allen and Santomero (1998). They point out that 
most investors do not actively participate directly in securities markets due to 
participation costs. Participation costs include the costs of learning about specific 
securities and continuously monitoring one's investment portfolio and trading to 
maintain the target level of risk. Because of these costs, a significant amount of 
investment takes place through intermediaries. Allen and Santomero (1998) argue 
that an important role played by intermediaries is to create products with 
relatively stable distributions of returns that require less monitoring by investors 
than an actively traded portfolio. Maintaining stable return distributions (e.g., on 
products such an equity-linked annuities) provides another motivation for insurers 
to manage risk. 

Yet another motivation to undertake corporate hedging to maximize shareholder 
value is provided by the convexity of the corporate income tax schedule (Smith 
and Stulz 1985).10 This convexity implies that expected tax payments can be reduced 
by lowering the volatility of the taxable income stream through the use of derivatives 
or other risk management techniques. The tax schedules affecting both life and 
property-liability insurers have convex segments, and property-liability insurers, 
in particular, are known to engage in active tax management (Cummins and Grace 
1994). 

Managerial Risk Aversion 
As suggested earlier, managerial risk aversion and incentive conflicts between man­
agers and owners provide alternative rationales for corporate hedging. behavior, i.e., 
instead of maximizing the value ofthe firm, managers may maximize their own utility. 
Managers may behave in a risk averse manner, taking less risk than would be optimal 
for the firm's owners, because their human capital and wealth are poorly diversified. 
Thus, they may be more concerned about losing their jobs which can lead to reduc­
tions in firm value to the extent hedging is not costless and/or it is costly for share­
holders to monitor the actions of the managers. The extent to which this behavior is 
consistent with value maximization is unclear. If risk management is costiess, then 
allowing managers to hedge risk at the corporate level may be value enhancing to the 

10 The tax schedule is strictly convex if its slope is increasing in income (i.e., if it has positive first and 
second derivatives). For convex tax schedules, the expected value of the tax payment is increasing in the 
risk of the income stream. 
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extent risk averse managers demand less compensation due to the decreased likeli­
hood that adverse outcomes will threaten their job security. However, if risk man­
agement is costly then shareholders may have to undertake certain activities, such 
as the development of incentive-based compensation contracts or undertake costly 
monitoring, to ensure the resources of the firm are devoted to the maximization of the 
firm's net worth and not the manager's own utility. I I Stock option plans are considered 
to be especially effective in this regard. 

Many firms in the insurance industry are especially susceptible to friction costs 
created by managerial risk aversion. A substantial proportion of the firms in the indus­
try are mutuals or closely-held stocks, where managers are likely to exhibit risk aver­
sion because of suboptimal diversification of personal wealth, organization-specific 
capital, and/or the absence of effective mechanisms for owners to use as disciplining 
and incentive devices. 

The mutual ownership form lacks effective mechanisms that owners can use to 
control, monitor, and discipline managers, such as the alienable claims, voting rights 
in elections for directors, and the proxy and takeover fights available to the owners of 
stock companies. The opportunities to align owner and shareholder interests through 
management compensation systems (such as stock option plans) also are more limited 
in the mutual ownership form. Thus, mutual managers are likely to behave in a risk­
averse manner, placing a higher priority on avoiding or hedging risks that may threaten 
their jobs than on maximizing firm value. This reasoning suggests the hypothesis 
that managers of mutuals are more likely to engage in derivatives activity than 
comparable stock insurers. 

An alternative prediction about mutuals is provided by the managerial discretion 
hypothesis, which suggests that mutuals will be relatively successful in less complex 
and less risky activities than stocks (Mayers and Smith 1988). To the extent that less 
complex and less risky activities give rise to less need for hedging, the managerial 
discretion hypothesis would predict that mutuals may be less active in the use of 
derivatives and other risk management techniques than stocks. Of course, these two 
hypotheses are not mutually exclusive, i.e., mutuals on average may be less risky and 
less complex than stocks, while at the same time mutual managers exhibit greater risk 
aversion than managers of similar stock insurers. 

Another reason why mutual managers may fail to maximize value is provided by 
the expense preference hypothesis (e.g., Mester 1989). This hypothesis holds that 
mutual managers are more likely to generate expenses due to excessive consumption 
of perquisites and other activities that are not consistent with cost minimization. 

II Another managerial motivation for hedging involves the use of risk management to signal man­
agerial skill in the presence of asymmetric information (Breeden and Viswanathan 1996; DeMarzo and 
Duffie \995). 
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Again, the rationale is that the owners of mutuals have less effective mechanisms to 
motivate and control managers than do the owners of stock insurers. 

A final argument with regard to mutuals is that their lack of access to the capital 
markets may lead to rational risk averse behavior. Mutuals cannot issue new equity 
following an adverse shock due to higher than expected loss payments or investment 
losses but rather must wait for retained earnings to restore lost capital. Thus, they run 
the risk of having to forego attractive investment opportunities following a shock to 
capital and/or losing customers due to downgrades of their financial ratings. Mutuals 
thus may be more active in risk management than stocks in order to avoid these 
adverse consequences. 

17.3 CORPORATE RISK MANAGEMENT: EMPIRICAL EVIDENCE 

Corporations can manage risk using a wide variety of tools. The choice of investment 
projects, diversification across product lines, choices involving operating and finan­
cialleverage, and shareholder dividend strategies all can be viewed as techniques for 
managing risk. However, unlike some of these traditional methods for managing 
risk, derivative securities exist only for purposes of risk management. Consequently, 
empirical analyses of firms' use of derivatives provide somewhat "cleaner" 
results concerning why firms may choose to engage in risk management. It is also 
the case that the volume of activity in derivatives contracts has grown dramatically 
over the past two decades. Consequently, we focus the remainder of our 
discussion on empirical evidence on corporate risk management through the use of 
derivatives. 

Most of the motivations for corporate hedging are generic, although they apply 
in varying degrees across industries. Consequently, it is informative to consider 
empirical evidence on risk management by both non-insurance and insurance firms. 
However, because we are primarily interested in the insurance industry, our discus­
sion of non-insurance firms focuses on particularly noteworthy studies rather than 
trying to present a comprehensive survey. 

Risk Management by Non-Insurance Firms 
A major study investigating the question of the "motive" for risk management is by 
Tufano (1996), who looks at managerial compensation schemes and hedge ratios in 
the gold mining industry to determine whether risk management is motivated by value 
maximization or managerial risk aversion. Tufano argues that risk-averse managers 
whose compensation comes in large part through acquiring shares in the firm 
will want to hedge their risk. Such a policy would not necessarily benefit diversified 
shareholders. Tufano contrasts these managers with managers who earn a relatively 
large portion of their compensation through stock options. In this situation managers 
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can walk away from the options should the firm do poorly, but if the firm does 
well their positions will provide high payoffs. With this form of incentive com­
pensation, even risk-averse managers would be more willing to tolerate gold price, 
and therefore earnings, volatility and thus would find hedging to be less advanta­
geous. 12 Tufano's empirical evidence suggests that managers with high option 
holdings manage risk less than those with high stock holdings consistent with 
the managerial risk-aversion hypothesis of risk management. Tufano finds almost no 
evidence in favor of the various rationales that would make risk management a value­
maximizing decision. 

Contrary to Tufano's results, some authors have provided evidence that is more 
consistent with the value-maximization theories of risk management. Numerous 
authors have investigated whether firms engage in risk management in an effort to 
reduce the probability of incurring financial distress costs. An early study by Wall and 
Pringle (1989) found support for the hypothesis as they report that firms with lower 
credit ratings are more likely than higher-rated firms to use interest rate swaps.13 Other 
authors have considered the more general question of whether the firm's capital 
structure is related to the likelihood that the firm will engage in risk management via 
derivatives contracting. The evidence presented in these studies is mixed. For example, 
neither Mian (1996) nor Nance, Smith, and Smithson (1993) report any evidence to 
suggest that derivatives trading is related to the capital structure of the firm. A more 
recent study by Geczy, Minton, and Schrand (1997) investigates the relationship 
between the capital structure of the firm and the decision to manage foreign currency 
exposures using derivatives. This study differs from its predecessors by recognizing 
the simultaneity of a firm's capital structure and risk-management decisions. Even 
after controlling for simultaneity, however, the authors conclude that there does not 
appear to be a relationship between a firm's capital structure and the decision to use 
derivatives. 

Two exceptions to these studies of nonfinancial firms are Dolde (1996) and 
Graham and Rogers (1999). Dolde finds a significant relationship between risk 
management and the leverage of the firm after controlling for the firm's underlying 
exposure to various financial risks. Graham and Rogers (1999), like Geczy, et ai., 
investigate the hedging and debt policy decisions of the firm using a simultaneous 
equations approach. They find that the use of derivatives is positively related to 
firm leverage. Thus, these authors find evidence to suggest highly levered firms appear 
more likely to use derivatives to avoid the expected costs of financial distress; or 
as Graham and Rogers argue, firms that use derivatives can maintain higher 
leverage ratios and maximize firm value by increasing their interest-expense tax 
deductions. 

12 It is well-known that the value of a stock option is increasing in the risk of the underlying stock. 
Intuitively, this is because the holder of the option benefits from upside fluctuations in the stock price but 
loses nothing beyond the option premium in the event of downside fluctuations (see Hull 1993). 

13 For a discussion of the various types of derivative securities, see Hull (1993). 
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The evidence from studies investigating the decision by non-insurance financial 
firms to use derivatives as a way to avoid financial distress costs is also mixed. 
Carter and Sinkey (1998) provide weak evidence that the capital structure and risk­
management decisions of U.S. commercial banks are related. Gunther and Siems 
(1995), who also analyze U.S. banks, report no significant relationship between the 
decision to use derivatives and the capital structure of the bank. Focusing only on 
banks that are active in derivatives markets, Gunther and Siems find that banks report­
ing a higher volume of derivatives activity also have higher capital ratios. This result 
is in fact inconsistent with the financial distress hypothesis, at least as it is usually 
defined in the literature. 

Mixed evidence has also been presented on the use of derivatives to lower the 
firm's expected tax burden. In their study of non-financial companies, Nance, Smith, 
and Smithson (1993) find that firms with higher investment tax credits are more likely 
to engage in derivative transactions. In an analysis of firms reported on Compustat, 
Graham and Smith (1999) conclude that approximately 50 percent of the firms in their 
sample face convex tax schedules and therefore have an incentive to reduce the volatil­
ity of their income stream. However, in a subsequent study, Graham and Rogers (1999) 
use a similar methodology to estimate the convexity of the tax schedule for a large 
sample of firms across many industries and are unable to find any relationship between 
derivative holdings and tax convexity. 

A number of authors have found strong evidence documenting that firms use 
derivatives to reduce the variability of their income stream and thus help to ensure 
that adequate internal funds are available to take advantage of attractive investments. 
Gay and Nam (1999), for example, provide results consistent with the hypothesis that 
non-financial firms with both low levels of liquidity and high growth opportunities 
tend to hedge more. This finding is consistent with managers trying to mitigate the 
need to seek costly external funds to finance positive net present value projects. Other 
authors have found similar results. For example, Geczy, Minton, and Schrand (1997) 
and Nance, Smith, and Smithson (1993) both found that companies with less liquid­
ity or companies that use less preferred stock, as opposed to using straight debt, are 
more likely to use derivatives to avoid shocks to the internal capital resources. A recent 
study by Ahmed, Beatty, and Takeda (1997), investigating 152 U.S. commercial banks, 
also finds support for the costly external finance hypothesis. 

Risk Management by Insurance Firms 
Cummins, Phillips, and Smith (CPS) (1997; 2000) analyze the factors that motivate 
both life and property-liability insurance firms to participate in derivatives markets as 
well as the drivers of the volume of derivatives transactions for insurers that decide 
to participate (see also Colquitt and Hoyt 1997). Based on 1994 data, CPS find that 
about 10.9 percent of life insurers and 6.9 percent of property-liability insurers use 
derivatives. However, usage is much more widespread in the largest size quartile, 
where 34.4 percent of life and 21.1 percent of property-liability insurers are active 
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in derivatives markets. The transactions volume for life insurers far exceeds that of 
property-liability insurers. The transactions volume for life insurers is concentrated 
in bond and interest rate derivatives, as expected if insurers are using derivatives to 
hedge interest rate (duration and convexity) risk. Life insurers also show significant 
activity in foreign currency derivatives, consistent with the argument that insurers 
use derivatives to manage exchange rate risk. The leading categories of derivatives 
transactions for property-liability insurers include equity call options, foreign 
currency contracts, and bond and interest rate derivatives, again consistent with the 
management of price volatility, foreign exchange rate risk, and interest rate risk. 

Following Gunther and Siems (1995), CPS (2000) conduct a multivariate probit 
analysis of the decision by insurers to participate in derivatives markets and a log­
normal regression analysis investigating the volume of derivatives transactions by 
insurers. The authors investigate both decisions as they argue hedging is not costless, 
either in terms of fixed or variable costs. Thus, if the participation decision is driven 
by fixed costs, only firms with high enough levels of risk exposure, for example, due 
to a high tolerance for risk per unit of expected return, would find it worthwhile to 
enter the derivatives market. However, conditional on being active in derivatives, 
firms/managers with high appetites for risk will generally hedge less at the margin to 
the extent that each additional unit imposes marginal costs in the form of risk pre­
miums. As evidence in support of this hypothesis, the authors report that many of the 
risk measures employed in the study often display exactly the opposite signs in the 
participation and volume regressions. This suggests that among firms having a large 
enough exposure to warrant participation in derivatives markets, those with the largest 
exposures are less willing to incur the marginal cost associated with eliminating the 
exposure. 

The participation investigation in the CPS analysis also provides a considerable 
amount of support for the hypothesis that insurers hedge to maximize value. They 
present evidence consistent with the use of derivatives to reduce the expected costs 
of financial distress. For example, the decision to use derivatives is inversely related 
to the capital-to-asset ratio for both life and property-liability insurers. CPS also 
provide evidence consistent with the use of derivatives by insurers to hedge asset 
volatility, liquidity, and exchange rate risks. They find significant regression coeffi­
cients on several variables related to asset risk exposure such as the proportions 
of assets in privately placed bonds and collateralized mortgage obligations. Life 
insurers appear to use derivatives to manage interest rate risk and the risk from 
embedded options present in their individual life insurance and GIC liabilities. There 
is also some evidence that tax considerations play a role in motivating derivatives 
market participation decisions by insurers. 

On the other hand, the CPS analysis provides little or no support for the hypoth­
esis that corporate hedging in the insurance industry is motivated by managerial risk 
aversion. However, their data source did not contain several important variables 
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that would have provided a more complete test of this hypothesis, including the pro­
portion of an insurer's stock owned by managers and the incentive features in 
managerial compensation plans. The use of such variables to analyze the risk 
aversion hypothesis is a promising area for future research. 

17.4 CORPORATE HEDGING, MULTIPERIOD CONTACTS,AND 
PRIVATE INFORMATION 

In this section, we provide a new rationale for corporate hedging using a simple model 
that provides conditions under which value-maximizing managers of insurers will find 
risk management desirable. Specifically, we assume that firms such as insurers invest 
in multi-period, private assets that have higher returns than publicly traded assets. 
However, the returns are not realized unless the assets are held to their maturity date. 
If the assets have to be liquidated prior to maturity, the firm receives only the par value 
of the investment and foregoes the assets' returns. The firm thus has a motivation to 
hedge risk in order to avoid an adverse shock to capital that may force the insurer to 
liquidate some or all of its holdings of the private asset. As discussed above, the private 
assets may be insurance policies, privately placed bonds, or some other type of 
complex, opaque investment. Although the model applies generally to any firm that 
can invest in private assets, we believe that it is especially applicable to insurers 
because of the information asymmetries arising from insurance underwriting and the 
prominent role played by insurers in the markets for privately placed bonds and other 
structured securities. 

To develop the theory more formally, we consider a three date model where the 
returns from investing in the private asset are received at date two. Assume that there 
are i = 1, ... , N firms, each endowed with capital, K, and having access to two types 
of securities. The first security is short-term and yields a riskless yield per period, per 
unit of investment, of R, where R > O. The other security is a long-lived private asset 
yielding a random gross return per unit of investment, 8i, at date two, 0 S; 8i S; 00. The 
realization of 8i, ai, is assumed to be private information with Eo(8) > (1 + R?, where 
EoO is the expectation taken at time zero. We assume that 8i = 0 with positive prob­
ability, so that, absent the expenditure of costs for monitoring, firms are unable to 
credibly issue securities to outside claim-holders. 

We will let Ii denote the level of investment in the private security at date zero, 
Ii S; K, V i and we assume the firm cannot add to the long-lived security at date one. 
In addition, if any portion is sold before maturity (date two), the portion sold returns 
its par value, or initial investment. 14 Absent any frictions in the capital markets, the 

14 In this model we assume the firm will recoup its initial investment in the private technology asset. 
However, the finance literature modeling distressed asset sales predicts that firms forced to liquidate some 
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first best solution is clearly Ii = K for any-value maximizing firm i, and the present 

value of the firm at date 0 will equal V? = KE(ei~. 
(l+R) 

The first friction we introduce to the model involves a shock to the firm's value 
at time one, ii, with Eo(iJ = 0 V i. The shocks are used as a summary measure for 
economy-wide and idiosyncratic factors that may influence the value of the firm at 
the intermediate date. In particular, we assume that ii = ~i (p - 1) + Ei where pis 
an observable economy-wide shock with E(p) = 1, Ei is an idiosyncratic shock with 
E(EJ = 0 and ~i is a sensitivity coefficient with respect to the economy-wide shock. 
We consider two cases regarding the support for the distribution of ii' In the first case, 
we assume the support to be bounded on the interval [ai' bJ with bi = K. Doing so 
ensures the firm will always be able to meet any shock equal to the firm's initial endow­
ment, K. In the second case, shown in the appendix to this chapter, we relax this 
assumption and assume the upper bound of the support of i, can be larger than the 
firm's initial endowment, i.e., bi > K. 

Recall that the gross return on the private asset, 8i, is realized at date two. Given 
a joint distribution of 8i and ii at time zero, say g(9i, ZJ, it is possible to write this 
in the form g(8i, Zi) = h(8iIZJ!(Z;), where h(8dZ;) is the conditional density of 8i given 
a realization of ii, andf(Z;) is the marginal density of ii' 

The problem facing firm i at date zero is to choose Ii to maximize the current 
value of its date two payoff. We use recursive programming to solve this problem. 
First, define <Pi to be the value of the firm's liquid assets at time 1. I.e., <Pi is 

<Pi = (K - Ii)(l + R). (1) 

Then, for a given choice of Ii at date zero, if Zi < <Pi the present value of firm i at date 
1 will be 

E(91i = Z)/ (n.. - Z)(l + R) VI = " " + ..:.'t'.c.:'_--'-" -'-_":' 
, (1 + R) (1 + R) 

(2) 

That is, the firm is able to cover its shock using only its liquid asset position. Alter­
natively, if the shock is greater than the liquid assets of the firm, Zi ~ <Pi' the firm will 
be forced to sell some or all of its investment in the private security before maturity 
and realizes only the par value at time 1. The present value in this case at date 1 
will be 

or all of their investment in private technology assets will often be forced to accept price discounts. For a 
theoretical discussion, see Schleifer and Vishny (1992). Pulvino (1998) provides some recent empirical 
support for this prediction. The benefits of risk management would be even greater for insurers if they were 
forced to liquidate a portion of their investment in the private technology assets at a discount. 
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V1 =E(8;IZ;=Z;)(I;+<l>;-Z;) (3) 
I (l + R) 

where E(8;IZ; = Z,) = f8;h(9;IZ;)d9;. 
Working backwards, taking expectations at time zero and discounting, we have 

that the time zero value of firm i, v7, is given by 

(4) 

We now consider the firm's investment decision under two alternative assumptions 
regarding the joint distribution of 8; and Z;. 

Case 1. Firm level endowment shocks, Z;, at date I reveal no information regarding 
the realization of the return on the private technology asset, 8;, at date 2. 

In Case 1, we assume that E(8;IZ;) = Eo(8,) V Z;. This assumption is weaker than 
assuming independence but stronger than the assumption that 8; and Z; are uncorre­
lated. In this case the first order condition is given by 

(5) 

where F(<l>;) = C j(Z;)dZ;. Notice that in this case the second order condition for a 

maximum is satisfied since 

(6) 

and, by assumption, Eo(8;) > (1 + R)2 > (I + R) > O. 
Let I; = If solve equation (5). Our focus on the demand for risk management 

revolves around examining the difference in the value of the firm in the absence of 
shocks, v7(J() = KEo(8;)/(1 + R)2, and the second best value of the firm, given by (4) 
and evaluated at I; = If. Call this V?(It). Define D; to be this difference 

D; = V? (K) - V? (r;). (7) 

We argue that anything making D; larger will encourage value maximizing firms to 
be more likely to engage in risk management activities to the extent that these con-



582 Handbook of Insurance 

tracts can be used to reduce D; by mitigating the influence of the shocks. To the extent 
that the shocks contain some macroeconomic component, traded off-balance-sheet 
contracts can be effective in minimizing (7). 

To investigate changes in the difference function, equation (7), first note that for 
any factor, call it x, we know that 

aD; = aD; aJ'; + aD; . 
ax aIfax ax 

However, we also note that at 1* 

av;O(!n =0. 

an 

(8) 

(9) 

av;O(!*) 
This last result follows from the fact that I = 0 and V?(K) is not a function of an 
17. Equations (8) and (9) demonstrate that we only need to consider the direct effect 
of changes in any of the underlying factors on the difference between the first best 
value of the firm, V?(K), and the second best value of the firm V?(lf). 

Given this result, consider changes in expected return on the private technology 
asset, Eo(8;). Using the definition of V?(K) and equation (4), we have 

(10) 

So, our first result is that the demand for risk management will be higher by firms 
with more valuable private, but illiquid securities. 

Our next result concerns the demand for risk management as a function of 
the distribution of shocks. This can be easily analyzed by re-writing equation (4) (and 
recalling Eo(Z;) = 0) as 

(11) 

where the last term is obtained by integrating by parts. Consider an alternative 
shock, call it Y;, with distribution function G, and Eo(Y;) = O. If Y; is also confined 
to the closed interval [a;, b;], then Rothschild and Stiglitz (1970) have shown that 
if "Y; has more weight in its tails than Z;" and both have the same mean, then 

iYi . [G(Z;)-F(Z;)]dZ; =T(Y;)~O and T(a;) = T(b;) = O. 
a, 
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It follows immediately from the fact that Eo(9;) > (I + R) and equation (II) that, 
for any value of If, equation (II) is lower if the firm faces the riskier shock Y; when 
compared to i;. Thus, our second result is that, ceteris paribus, firms who face a riskier 
distribution of shocks will have more incentive to engage in risk management. Stated 
differently, firm value will be higher for those firms who can reduce the riskiness of 
the distribution of shocks they face, all other things held equal. 

To explore this result, note that since Z; = ~.(p - 1) + E;, any risk management 
contract whose payoff is tied to p can be used to reduce the weight in the tails of the 
distribution of Z;. For example, consider a forward contract that pays off p at date 
one. Define H; to be the number of forward contracts held short at a forward price of 
PI With H; forward contracts, the net shock the firm now faces, z7, is 

(12) 

If we assume costless hedging, i.e., PI = I, then 

(13) 

Appealing to the Rothschild and Stiglitz once again, z7 is more risky than E; if ;.7 
is a mean zero random variable and E(;.71£;) = 0 'r;j £;. Thus, choosing H; = ~; will 
eliminate the firm's exposure to the economy-wide risk (i.e., ;.7 = 0) and therefore 
reduce the riskiness of the firm's shock to include only its idiosyncratic component. 
It follows, therefore, given the Rothschild and Stiglitz result, that the value of the firm 
is maximized by eliminating the economy-wide portion of the firm's risk exposure 
and reducing the riskiness of the shocks that the firm faces. Moreover, when hedging 
is costless, no other terms in the firm valuation equation (equation 11), are affected 
since Eo(H.(p - 1» = H;(Eo(p) - I) = 0, 'r;j H;. We also note the obvious point that 
if the amount of idiosyncratic risk and market risk are inversely related, firms with 
high levels of idiosyncratic risk will tend to have smaller positions in risk manage­
ment contracts (e.g., H; will be smaller). 

Case 2. Firm level endowment shocks, ii, at date 1 reveal new information regard­
ing the realization of the return on the private technology asset, 9;, at date 2. 

The second case we consider involves relaxing the assumption that E(9;!Z;) = 

Eo(9;) 'r;j Z;. I.e., we allow for the possibility that the size of the shock to the firm's 
endowment may be correlated with the return the firm can expect on its private 
technology asset. For example, an unexpected strengthening in the foreign currency 
exchange rate between the U.S. and Korea may also signal that the underlying credit 
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worthiness of a fixed income asset issued by a Korean corporation may also have 
changed. In this case, the value of the firm at date 0, using equation (4) and the fact 
that covariance is a linear operator, we have that 

V?' = Vo _ Covo[(E(O;)jZ;),Z;lb; ~ Z; ~ <p;] 
I I (1 + R)2 

(14) 

where V? is the value of the firm if £(O;IZ;) = £0(0;) V Z; and CovO is the covariance 
operator. Notice that, for a given level of I;, the value of the firm will be lower if the 
conditional (on Z;) time one value of the private asset is increasing in Z;. This result 
contrasts with the standard portfolio theory idea that one would want to minimize the 
variance of terminal wealth by seeking out assets whose value would be high when 
other, negative, shocks to endowment are high (i.e., Z; is large). 

The intuition for our result can be seen by recognizing that, for <p; ~ Z; ~ b;, some 
of the private security must be liquidated. Consider two private assets, with the same 
unconditional expectation. Suppose that for the first asset £(OlIZ;) is increasing in Z;, 
while, for the second, £(07IZ;) is decreasing in Z;. Then value will, ceteris paribus, 
incr_ease by choosing the second asset since the opportunity cost of liquidation 
[£(8;IZ;) - (1 + R)] is low when the security must be liquidated. For example, if 
negative endowment shocks are being caused by a poor overall economy, value would 
be enhanced by holding private securities whose value, conditional on the economy, 
is also low. That is, the opportunity cost of having to liquidate the private asset at time 
1 is lower when the size of the shock and the expected return are negatively related. 
Re-interpreting the shocks to be interest rate related changes in liability values, it is 
straightforward to show that firms may increase value by acquiring assets whose 
values are less, rather than more, sensitive to decreases in interest rates, e.g., mort­
gage backed securities. 

Thus, we would argue that firms for which asset values and endowment shocks 
are positively dependent are more likely to utilize risk management tools, while those 
in the opposite position will tend to have built in insurance against the realizations of 
these opportunity cost. 

We have not yet considered the case where the shocks to capital may result in 
bankruptcy. While we provide a brief set-up of this problem in the Appendix to this 
chapter, we note that many of the results obtained here remain. However, it is no longer 
the case that an increase in the riskiness of cash flows will always result in a higher 
demand for hedging since bankruptcy provides an option to the firm which increases 
in value with increases in the riskiness of cash flows. Therefore, a mean preserving 
spread in the distribution of shocks may increase value to the extent the increases in 
the value of the limited liability option may partially or totally offset the additional 
demand for risk management that arises from the desire to avoid liquidating the 
valuable private asset. 
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To summarize, the model yields three main predictions: 

a. The demand for risk management will be higher for firms with more valuable 
private but illiquid investments. 

b. Firms that face riskier random shock distributions will have a greater demand for 
risk management than firms facing less risky random shocks. 

c. Firms for whom private asset returns and random endowment shocks are posi­
tively correlated are more likely to engage in risk management, whereas firms in 
the opposite position have a natural hedge against the costs of random shocks. 

To test these propositions, one would need to have data on the composition of insurer 
investment portfolios in order to determine the volume of private investments, the 
relative rates of return on these investments, and the correlation between private 
investment returns and random shocks. Life insurers hold substantial amounts of pri­
vately placed bonds and mortgages, which are likely to reflect private information. 
Both life and property-liability insurers hold structured securities and collateralized 
mortgage obligations, which also can be considered to have some characteristics of 
private assets. 

Considering insurance policies as an insurer's projects or "assets," evidence 
presented in D' Arcy and Doherty (1990) is consistent with the argument that 
insurers accumulate private information by insuring drivers over a period of time 
and that this private information allows them to charge relatively higher prices the 
longer the driver has been with the company. The amount of private information 
on corporate insurance buyers, on the other hand, is likely to be relatively less 
because the commercial insurance market is more price competitive, commercial 
buyers are more sophisticated than personal lines policyholders, and commercial 
buyers tend to have statistically credible loss data that can be easily be provided to 
competing insurers. Thus, we might expect personal lines insurers to have more 
valuable private information than that possessed by commercial lines insurers. This 
provides some indication of the types of hypotheses shown here might be testable 
based on our model. 

Evidence presented in Cummins, Phillips, and Smith (1997; 2000) is also con­
sistent with the main predictions of our model. For example, the probability that both 
life and property-liability insurers will engage in derivatives transactions is positively 
related to the ratio of stocks to total assets, consistent with firms with riskier random 
shock distributions having a greater demand for risk management. In addition, for life 
insurers, participation in derivatives markets is positively related to the percentage 
of reserves in individual life insurance and annuity products and in GICs. Both 
individual life and annuities and GICs are relatively illiquid, mUltiple period con­
tracts in which insurers are likely to acquire private information. Property-liability 
insurers with higher ratios of products liability reserves to total liabilities are more 
likely to participate in derivatives markets, as expected if products liability is a line 
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with relatively high volatility. These findings are intriguing, and it is hoped that they 
will motivate additional research in this area. 

17.5 CONCLUSION 

This chapter provides a review of the rationales that are often advanced to explain 
why corporations manage risk. Because the pure theory of finance views expenditures 
on corporate hedging as dead-weight costs that destroy firm value, the financial 
rationales for hedging usually involve the existence of market frictions and transac­
tions costs that can be mitigated through corporate hedging. Firms may have a motive 
to hedge to reduce the expected costs of financial distress, including the disruption of 
relationships with key employees, suppliers, and customers. Another set of reasons 
for corporate hedging include the avoidance of shocks to internal capital that may 
force the firm to forego profitable investment opportunities and the reduction of 
expected taxes due to the convexity of the corporate income tax schedule. An 
alternative, and non-mutually exclusive, hypothesis is that hedging is motivated by 
managerial risk aversion, i.e., by the desire of managers to maximize their own 
utility rather than to maximize firm value. 

The chapter also reviews the empirical literature on a specific type of hedging 
activity undertaken by firms-the trading of financial derivatives. For non-financial 
firms and banks, the evidence on the use of derivatives to maximize firm value is 
rather mixed. One prominent paper (Tufano, 1996) finds that risk management by gold 
mining firms seems to be driven primarily by executive compensation plans, i.e., by 
managerial utility maximization. The evidence from research on the relationship 
between the use of derivatives and firm capital structure and, more generally, the use 
of derivatives to reduce financial distress costs also has been mixed. Stronger evidence 
has been found that firms use derivatives to lower their expected tax payments and to 
reduce the variability of their cash flows to help ensure adequate internal funds. 
Cummins, Phillips, and Smith (1997; 2000) present convincing evidence that 
insurers use derivatives to reduce financial distress costs and to hedge risks resulting 
from investment return volatility, liquidity, and exchange rate risk. They also find 
evidence supporting the hypothesis that insures use derivatives to hedge risks affect­
ing the value of liabilities. We expect corporate hedging through derivatives and 
other devices to become increasingly important in the years to come and to provide 
numerous research opportunities for economists. 

The chapter also provides a theoretical analysis that leads to a new rationale 
for corporate hedging. We postulate a firm that has the opportunity to invest in a 
long-lived investment project which has an especially attractive return due to private 
information or other factors. However, the return is realized only if the project is 
held until maturity. The firm is subject to random shocks that may necessitate the 
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liquidation of part or all of the project prior to maturity. If liquidation occurs, the 
firm receives only the par value of the investment and must forgo the attractive 
return that could have been realized at maturity. The potential loss of this return 
motivates the firm to engage in hedging. The theory leads to the predictions that the 
demand for hedging will be positively related to the expected return on the long-lived 
investment project and also positively related to the riskiness of the random shocks 
faced by the firm. A counter-intuitive prediction is that the demand for hedging will 
be greater if the random shock and the return on the long-lived project are positively 
correlated. The intuition behind this result is that the firm will be more averse to 
liquidating the project due to a shock in states of the world where the payoff is 
higher. We conclude the theoretical discussion with some suggestions for testing our 
hypotheses. 

APPENDIX A 

In this appendix we consider the case where the shocks to capital may result in bank­
ruptcy-i.e., where hi > K under the assumption that the shock Zi conveys no infor­
mation about the realization of the return on the private asset 8i• In this case the insurer 
will be insolvent for Zi > Ii + (K - Ii)(1 + R) = Ii + <l>i. Reworking the programming 
problem, we have that V) is still given by either equation (1) (if Zi :5: <1>;), equation (2) 
(if <l>i < Zi < <l>i + Ii) or V) = 0 (if Zi ~ <l>i + I;)). In this case, assuming that 8i and Zi are 
independent and dropping the "i" subscript for notational convenience, the time zero 
value of firm i is given by 

V O = t[ IEo(8)+(<I>-Z)(I+R)2 l r (Z)dZ+ f+ I [Eo(8)(I+<I>-Z)]fCZ)dZ. (A.l) 
a (I + R)2 l' $ (I + R)2 

Equation (A.l) can also be written, after some manipulation, as 

VO = t[C<I> - Z)((I + R) - Eo (8))]fCZ)dZ + Eo (8)(1 + <1» 

a (I + R)2 (I + R)2 

_ rh [Eo(8)(I+<1>-Z)]fCZ)dZ. 
J$+1 CI + R)2 

(A.2) 

In this case the first order condition can be written as 

(A.3) 
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Checking the second order conditions, we have that 

(A.4) 

Using equation (A.3), it is straightforward to show that the second-order condition 
will hold (i.e., equation (AA) will be negative) if Z is drawn from a distribution that 

. 1 ··f d2 ln[F(Z)] h· ( 4) ·11 b IS og concave, Le., I 2::; 0. To see this, note t at equatIOn A. WI e 
dZ 

negative if and only if 

(A.S) 

where the last equality follows from setting equation (A.3) equal to zero and solving 
for Eo(8J - (1 + R). It follows that a sufficient condition for equation (A.S) to hold 

. h /(<1»>/(<1>+1) (. R 1 R) L . fF h h· IS t at F(<1» - F(<1> + I) sInce < + . og concavIty 0 guarantees t at t IS 

inequality will hold. 
Some of the earlier comparative statistics go through even in the case where 

bankruptcy is possible. The analog to equation (7) is given by 

D = KEo(8) _ r[ IEo(8) + (<1> - Z)(1 + R)2 ]f(Z)dZ _ t+I [Eo(8)(I +<1> - Z)]f(Z) 
(1 + R)2 a (1 + R)2 $ (1 + R)2 

(A. 6) 

It is straightforward to show that, as before, d~_) > 0, so that firms with more 
dEo Si 

valuable private assets will choose to engage in risk management. To see this, recall 
that 

dD_ =_K __ IF(<1>+1) f+l (<1>-Z) dF(Z). 
dEo(S) (1 + R)2 (1 + R)2 $ (1 + R)2 

(A.7) 

It follows immediately that (A.7) is non-negative since IF(<1> + l) < K and Z> <1> over 

the range <1> to (<1> + I). 
It is less straightforward to determine whether or not firms facing more risky 

distributions for their shocks will be more inclined to engage in risk manage­

ment since limited liability provides shareholders with an option whose value 
is increasing in the volatility of the shocks. Therefore, a mean preserving spread 
in the distribution of shocks increases firm value and this may partially or totally 
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offset the additional demand for risk management that arises from the desire to 
avoid liquidating the valuable private asset. Finally, while we omit details, the desire 
to hold assets whose conditional values are inversely related to shocks is still true. 
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18 Linking Insurance and 

Mitigation to Manage Natural 

Disaster Risk* 
Howard Kunreuther 

University of Pennsylvania 

The insurance industry has suffered very large losses in the past 10 years from natural 
disasters and has the potential for experiencing even greater losses in the future. This 
chapter examines the role that insurance coupled with cost-effective risk mitigation 
measures (RMMs) can play in managing the risks from natural disasters. Large in­
surers have incentives to provide premium reductions to encourage RMMs if the 
allowable premiums are sufficiently high that they can pass the savings in losses to 
the property owner or if they are required to continue providing their current policy­
holders with coverage. Small insurers also have incentives to encourage their policy­
holders to adopt mitigation measures through premium reductions so as to reduce their 
chances of insolvency from a large-scale disaster. They may also want to consider 
purchasing reinsurance to cover a portion of their excess losses. Well-enforced build­
ing codes can complement insurance by forcing the adoption of cost-effective RMMs. 
They may be needed because many property owners underestimate the risks from dis­
asters. In addition, mitigation measures not only reduce losses to the property itself 
but may produce positive externalities by reducing other costs of a disaster. The 
chapter concludes by outlining the roles that financial institutions, real estate devel­
opers and municipalities can play in developing incentives for the adoption of cost­
effective RMMs and suggesting directions for future research. 

Keywords: Insurance, natural disaster, risk mitigation, risk management, 
remsurance. 
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IS.1 INTRODUCTION 

The insurance industry is now fully aware that they are highly vulnerable to poten­
tial losses from natural disasters. Insured losses from Hurricane Andrew, which 
swept ashore along the Florida coastline in August 1992, topped $15 billion. If the 
storm had taken a more northerly track so it would have hit downtown Miami and 
Miami Beach, total insured damage could have approached $50 billion. (Insurance 
Research Council and Insurance Institute for Property Loss Reduction 1995). In­
sured damage from the Northridge earthquake in southern California exceeded $12 
billion. Had a similar quake hit central Los Angeles the insured bill could have been 
over $50 billion. A large quake in central Tokyo could have cost over $800 billion. 
(Giles 1994). 

Companies now recognize that they will have to turn to risk mitigation mea­
sures (RMMs) to reduce their chances of insolvency from future catastrophic events. 
For example, studies following Hurricane Andrew estimated that 25 percent of the 
$15 billion insured damage from the disaster could have been prevented had building 
codes been enforced (Insurance Research Council and Insurance Institute for 
Property Loss Reduction (1995). A group of insurers formed the Insurance Institute 
for Property Loss Reduction (IIPLR) in the early 1990s. This independent, nonprofit 
organization, now named the Insititute for Business and Home Safety (IBHS), 
has undertaken research and studies designed to encourage actions which reduce 
deaths, injuries, property damage and economic losses from natural disasters. 
The substantial interest today by insurers in loss prevention measures to reduce 
natural disaster damage has a parallel in the automobile arena, when insurers 
created the Institute for Highway Safety whose principal mission is to design safer 
cars. 

This paper focuses on when insurers would want to encourage individuals to 
adopt cost-effective RMMs using premium reductions as an incentive to reduce their 
chances of insolvency and/or improve their future expected profits. A cost-effective 
risk mitigation measure (RMM) is defined to be one where the expected discounted 
benefits in the form of reduced losses exceeds the upfront cost ofthe measure. Section 
18.2 addresses why insurers are concerned with potential insolvencies from future 
natural disasters. Section 18.3 then turns to the positive role that RMMs can play in 
improving the profitability of large insurers and addressing the insolvency concerns 
of small insurers. Section 18.4 focuses on the role of building codes in dealing with 
the misinformation problems of property owners and reducing externalities. In Section 
18.5 I explore other incentives for encouraging mitigation using insurance as a vehicle. 
The concluding section discusses future research directions. 

Decision Processes Center is gratefully acknowledged. Portions of the paper are based on an invited paper 
presented at the Fifth Alexander Howden (Australia) Conference on Disaster Insurance, Gold Coast, 
August, 1997. 
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18.2 INSURERS CONCERN WITH INSOLVENCY 

A principal reason that mitigation is of central importance to insurers today is their 
fear of insolvency from future natural disasters. Mayers and Smith (1982) used mod­
ern finance theory to challenge the assumption that insurers are risk neutral with 
respect to losses. Employees of an insurance firm may be risk averse due to the costs 
of finding another job if their company becomes insolvent so that the insurer will want 
to charge higher premiums against risks with potentially catastrophic losses to reflect 
this concern. In fact, risk aversion is one reason that property/liability companies are 
willing to purchase reinsurance at premiums that exceed their actuarial risks (Mayers 
and Smith 1990).' 

Insurers will also have incentives to limit their risk of insolvency to the extent 
that they have acquired franchise value that can only be recouped if they remain in 
business. Research suggests that the managers of mutual insurance companies should 
be able to exercise greater discretion in promoting the safety of their companies than 
stock insurers. In fact, the owners of stock insurance firms with low levels of capital 
and little franchise values may have an incentive to incur excessive risks (Cummins 
1988V 

With respect to decision making in an insurance firm, Stone (1973a, b) suggested 
that an underwriter who wants to determine the premium to charge will first focus on 
keeping the probability of insolvency below some threshold level (q*). One reason 
that an insurer would want to do this is to improve its ability to set higher premiums 
and hence improve its cash flow. More specifically, suppose that the insurer has a port­
folio of N policies, each of which can lead to a loss L. Then the underwriter will 
recommend a premium P so that the probability of insolvency would be less than q*. 

Empirical studies of underwriters pricing decisions reveals that risks with more 
uncertain losses or greater ambiguity will cause them to want to charge higher pre­
miums for a given portfolio of risks (Kunreuther and Roth Chapter 2 1998). The sit­
uation will be most pronounced for highly correlated losses, such as earthquake 
policies sold in one region of California. 

A safety-first model of underwriter behavior is consistent with the Mayers and 
Smith (1990) rationale as to why insurance firms want to purchase reinsurance. In 
fact, a rule that focuses on keeping the chances of insolvency below q * explicitly rec­
ognizes the role that risk plays in the decision process and the role that mitigation 
measures and reinsurance can play in alleviating these concerns. A more formal model 
for the underwriter's decision process based on a safety first model is specified in 
Appendix 1. 

Interview data with several insurance companies in the United States concerned 
with the impact of recent natural disaster losses on their future activity provides evi-

1 Doherty and Tinic (1982) have argued that demand for reinsurance is generated by insurers anticipat­
ing policyholders' aversion to bankruptcy. 

2 I am grateful to one of the referees of this paper for pointing this out. 
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dence that firms follow a safety first model.3 In the aftermath of Hurricane Andrew 
and the Northridge earthquake, company executives indicated that they were con­
cerned that they could not survive a future catastrophe given their current portfolio 
and the amounts of reinsurance coverage that they could obtain at reasonable prices. 
In other words they felt that their chances of insolvency based on their current 
portfolio exceeded their threshold level of concern (q*). 

When insurers are in this position they can pursue one or more of the following 
options to reduce their chances of insolvency. They can try and reduce the number of 
policies they write in catastrophic-prone areas. They can request from the relevant 
state insurance commissioners that they be allowed to raise their premium P to current 
and/or future policyholders. They can encourage their policyholders through eco­
nomic incentives or require them to adopt mitigation measures as a way of reducing 
future claim payments. Insurers can also try and obtain more reinsurance coverage 
and/or raise more capital to hold as reserves. 4 

In practice state regulation often precludes insurers from canceling as many poli­
cies as they would like and raising premiums.5 Since Hurricane Andrew the percent­
age of homeowners policies in Florida that an insurer can cancel or nonrenew in any 
one year is required to be less than 5 percent statewide and 10 percent in anyone 
county. Permitted rate increases have also been less than what insurers would like 
to charge (Lecomte and Gahagan 1998).6 These restrictions have led to new deve­
lopments in the state. There have been cross-subsidies between policyholders with 
property owners on the coast being cross-subsidized by those who reside in less 
hazard-prone areas regions of the state (Klein 1997). In addition residual markets, 
state catastrophe funds and guarantee funds have been created and have lead to a form 
of risk-sharing between insurers. 

18.3 LINKING MITIGATION WITH INSURANCE 

There has been considerable research on the decision to invest in loss prevention or 
RMMs by consumers (Ehrlich and Becker (1972), Dionne and Eeckhoudt (1985) and 

J These observations are based on a series of personal interviews with insurers and reinsurers conducted 
by Jacqueline Meszaros as part of a National Science Foundation study to the University of Pennsylvania. 
on "The Role of Insurance and Regulation in Dealing with Catastrophic Risk". 

4 See Kleffner and Doherty (I996) for a more detailed analysis of the impact of the relative costs of 
these measures and the characteristics of the insurers who use them. Russell and Jaffee (1997) discuss the 
impact of catastrophes on the cash flow management problem and how current tax law prevents insurers 
from accumulating reserves to fund catastrophe losses. 

5 For more detail on the role that regulation plays in the rating setting process for risks of natural 
disasters see Klein 1998. 

6 During the 1996 Florida state legislative session companies were allowed to accelerate nonrenewals. 
An insurer, with approval of the commissioner could use its entire quota of nonrenewals allowed through 
June 1, 1999 in the first year. Several major insurers filed for permission to do that, and those filings were 
approved. 
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Kunreuther and Kleffner (1992). Those who have insurance coverage will want to 
invest in mitigation measures if the premium reduction is large enough to justify the 
extra costs of investing in the loss prevention measure. The question we are address­
ing in this chapter is what type of premium incentives will insurers want to provide 
to their policyholders to encourage them to adopt RMMs? The answer depends both 
on the surplus of the insurer, the rate structure as well as the concerns that both the 
insurer and policyholder have with insolvency. 

To motivate the discussion I construct a simple example of an insurer who wants 
to determine how much coverage to provide against the earthquake risk. A concrete 
example has the virtue of showing the impact that loss prevention can have on 
insurers behavior and the resulting tradeoffs between profitability and insolvency. We 
first examine the case of a large insurer who has sufficient surplus that the probabil­
ity of insolvency under its current portfolio of risks is less than q*. Hence its only 
rationale for encouraging its policyholders to adopt mitigation measures is to improve 
its profitability. We then turn to a small insurer where the insolvency constraint is 
operative. Now the insurer faces a tradeoff between encouraging its policyholders to 
adopt mitigation or purchasing reinsurance to reduce its loss payments following a 
disaster. 

An Illustrative Example 

Consider an insurer who provides full earthquake coverage for a single type structure 
(e.g., a wood frame home). The insurer estimates the chances of an earthquake in the 
region to bep = 11100. The insurer will incur a loss (L') ifan RMM is adopted and 
a loss (L" > L') if it is not mitigated. For this example, L' = $200,000 and L" = 
$250,000 so the RMM reduces damage by $50,000 should a quake occur. Based on 
this information the insurer can calculate the expected loss for a structure with 
mitigation which is [£(L') = 11100 ($200,000) = $2,000] or the expected loss without 
mitigation which is [£(L") = 11100 ($250,000) = $2,500]. In other words the expected 
annual benefit from mitigation is $500. 

Suppose that an insurer has written N earthquake policies on this type structure 
in a given region of the country and has calculated the probability that n or more 
homes will be damaged by the quake given there is less than perfect correlation 
between losses. Table 1 provides a set of annual probabilities and respective values of 
L" and L' for 0 to 8 losses for the case where an insurer has written N = 100 earth­
quake policies. 

The question for the insurer is what premium to charge the property owner to 
encourage her to adopt mitigation with the objective of maximizing expected profits 
while keeping the probability of insolvency (q) below some threshold level (q*). For 
purposes of this example, let q* = 11120. 

In addition to internal organizational concerns with insolvency noted above, an 
insurer may be required to show the regulator that it is financially viable by having a 
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Table 1 
Probabilities of Damage and Respective Losses for Insurers with and without 
Mitigation in Place 

Number of Losses Probability Loss with Loss with 
(n) (# of losses:;:: n) No Mitigation (L") Mitigation (L') 

0 1 $0 $0 
I 1120 $ 250,000 $ 200,000 
2 1140 $ 500,000 $ 400,000 
3 1/80 $ 750,000 $ 600,000 
4 11120 $ 1,000,000 $ 800,000 
5 11140 $ 1,250,000 $ 1,000,000 
6 11160 $ 1,500,000 $ 1,200,000 
7 11180 $ 1,750,000 $ 1,400,000 
8 1/200 $ 2,000,000 $ 1,600,000 

Note: The probabilities of losses of 1 or more homes in this table is based on the assumption that there is 
imperfect correlation between structures that are damaged from an earthquake. If there was perfect corre­
lation than either all homes would be damaged with probability p = 11100 or no homes would be damaged 
with p = 99/100. 

probability of insolvency which is q* or less. Furthermore policyholders may be 
willing to pay a higher premium if they know that the chances of the insurer becom­
ing insolvent is reduced. In the analysis which follows, it will be assumed that a re­
duction in q will have no impact on the premium. To the extent that lower credit risks 
leads to higher premiums then this provides insurers with an additional economic 
rationale to encourage homeowners to adopt RMMs. 

Behavior by a Large Insurer 

Consider a large capitalized insurer, Alpha, who has enough initial capital and 
premium income so it is not concerned with the insolvency constraint and does not 
require reinsurance. Let SL represent Alpha's financial resources which consists of its 
initial surplus and premium income based on charging the actuarially fair premium 
without mitigation. In the context of the data in Table 1 suppose that SL = $1.2 million. 
In this case Alpha will still have positive capital on hand unless it suffered more than 
four losses with no structures mitigated (i.e., L = L"). The probability of this occur­
ring is l!O so that the insurer has satisfied its insolvency constraint. 

For this reason, Alpha's sole objective is to maximize expected profits and it has 
no desire to purchase reinsurance. Suppose Alpha has the freedom to charge what­
ever rate the market will bear. This implies that the insurer will charge a premium at 
least as high as its expected loss so that P' ~ E(L') = $2,000 if mitigation is adopted 
and P" ~ E(L") = $2,500 when mitigation is not utilized. 

Suppose that a property owner has purchased coverage at the actuarial rate when 
no mitigation is in place. Let M be the minimum premium reduction from P" that 
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will lead the property owner to adopt mitigation. If M < P" - P', then Alpha will offer 
a policy with mitigation where the premium will range between P' and P" - M. The 
actual premium depends on the competitive nature of the market and the extent of 
search by customers. Thus if M = $300, insurers will offer policies for mitigated homes 
that range from $2,000 to $2,200.7 

Turning to the impact that mitigation has on reducing q, suppose Alpha was able 
to encourage all its customers to adopt an RMM, and had SL = $1.2 million. From 
Table 1 its probability of insolvency with mitigation is reduced to q = 11180 since it 
can now absorb six losses rather than the four losses it was able to cover when an 
RRM was not adopted. From an insurer's vantage point, mitigation truncates the worst 
case scenarios by reducing the losses on individual structures. 

Suppose that the regulator set a maximum premium (PR) below the actuarial cost 
but Alpha was not forced to provide coverage to those who wanted it. If PR < P' then 
it would not offer any coverage even if the homeowner adopted mitigation since it 
would be losing money on the insurance policy. If, on the other hand, PR > P', then 
Alpha will be willing to offer coverage to those who mitigate at a premium reduction 
as high as PR - P'. For those who do not mitigate it would only offer them a policy 
if PR ~ P". 

If Alpha was forced to provide coverage to its existing policyholders, then it would 
still want to offer a premium reduction as an incentive for them to adopt mitigation 
no matter what PR the regulator set. In fact, to minimize its expected loss Alpha would 
be willing to reduce its premium by as much as P" - p' = $500. 

Behavior by Small Insurers 

In addition to encouraging mitigation through premium reductions, reinsurance can 
be utilized to reduce the chances of insolvency for smaller insurers impacted by the 
insolvency constraint. 8 Consider an excess of loss reinsurance contract for dealing 
with catastrophic risks. The primary insurer would be responsible for all losses 
up to a specified amount and the reinsurance company would reimburse the insurer 
for a layer of losses up to some pre-specified maximum dollar figure. For example, 
if the reinsurance contract specified $5 million in excess of $1 million and the total 
losses were $10 million, then the primary insurer would pay the $10 million in losses, 
and the reinsurer would reimburse the insurer for $5 million of this amount. Had 
the insured loss been below $1 million, then the insurer would be responsible for all 
of it. 

7 If M > P" - P, then the homeowner will not have an incentive to mitigate. If the RMM is cost­
ineffective, then there is good reason why the property owner should not want to adopt it. On the other hand, 
individuals may choose not to incur the upfront costs of an RMM because of budget constraints or insuffi­
cient appreciation of the long-term benefits of loss reduction due to short time horizons or hyperbolic 
discounting. Section 18.5 addresses ways to make cost-effective RMMs more attractive to the homeowner. 

8 An excellent summary of alternative reinsurance arrangrnents can be found in McIsaac and Babbel 
(1995). 
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Behavior with No Moral Hazard. We first discuss the case where the insurer 
behaves in the same way as if it did not have reinsurance so that there is no moral 
hazard. The same example used for evaluating Alpha's pricing strategy can illustrate 
the maximum amount that a small capitalized insurer would pay for reinsurance if it 
were forced to insure its current policyholders. We define a small capitalized insurer 
to be an entity where the insolvency constraint is binding, so that it is forced to 
sacrifice some expected profits to make sure that q = q*. One way of viewing the 
concern with q* of these insurers is that a regulatory authority requires them to show 
that they have enough surplus on hand to be solvent in case actual losses are greater 
than expected losses. 

The necessity of meeting insolvency conditions provides a partial explanation as 
to why some insurers are willing to pay high prices for reinsurance. Let S5 represent 
the surplus of a small capitalized company called Beta. It has financial resources of 
S5 = $700,000 consisting of its initial surplus (As = $450,000) and premium income 
($250,000) based on selling 100 earthquake policies at premium p" = $2,500 with no 
mitigation in place. If Beta has to maintain its current portfolio, then it will not meet 
its insolvency constraint. As seen from Table I, should it suffer 3 quake losses, it will 
have claims totalling $750,000 which exceeds Ss by $50,000. The probability of suf­
fering 3 or more losses is q = 1/80> q* = 11120. By turning to the reinsurance market 
for an excess loss treaty, Beta can layoff some of its claims and should be willing to 
pay a relatively high price to do so. 

Suppose that Beta negotiated an excess ofloss treaty with a reinsurer for $250,000 
excess of $500,000 to cover the costs of the third loss should an earthquake occur. 
This type of treaty arrangement would reduce its probability of insolvency from 
q = 1/80 to q = 11120, thus satisfying the regulator's concern with insolvency. Two 
questions naturally emerge: (1) How much would the reinsurer want to charge for such 
a policy based on actuarial costs? and (2) How much could the reinsurer charge Beta 
for such a policy based on Beta's need to meet an insolvency constraint? 

The first question can be answered using the data from Table 1. The reinsurer is 
only concerned with the probability of Beta suffering three or more losses, in which 
case it will have to pay Beta $250,000. The probability of such an event occurring is 
p = 1/80. Hence the actuarially fair reinsurance premium is R = 1180 ($250,000) = 

$3,333. Beta, on the other hand, is willing to pay considerably more for such a policy 
to meet its insolvency constraint. With Ss = $700,000 it will theoretically be willing 
to pay up to $200,000 for such a policy if it still will make positive expected pro­
fits on other lines of coverage.9 This is shown in Appendix 2 for an insurer who wants 
to determine the maximum it would have to pay to meet the insolvency constraint 
imposed by the regulator. 

Of course, no insurer would ever pay anything close to $200,000 for a policy 

9 The small insurer is not making any positive expected profits on earthquake coverage by assumption. 
The premiums without mitigation are simply the expected losses. 
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which only promises them $250,000 with a probability of p = 1/80. On the other hand, 
a small capitalized insurer is very likely to be willing to pay the reinsurer somewhat 
more than the actuarial fair premium of $3,333. How much the reinsurer will actu­
ally charge for this excess loss protection depends on the degree of competition in the 
market and the tradeoffs between making a quick profit tomorrow vs maintaining a 
long-term relationship with the insurer by charging a reasonable price for excess loss 
coverage. 

One way of avoiding reinsurance charges is for insurers like Beta to provide 
premium reductions to their policyholders as a way of encouraging them to adopt mit­
igation measures. In the above example, if Beta were able to induce all of its policy­
holders to mitigate their home, then their losses from an earthquake is given in the 
last column of Table 1. In this situation, the $700,000 that Beta has in surplus will be 
able to pay for the claims associated with 3 losses ($600,000). Hence Beta will not 
need to purchase reinsurance to meet the regulator's concern with insolvency if its 
policyholders adopt RMMs. 

As shown in Appendix 2 Beta is willing to provide a sufficiently large premium 
reduction to encourage mitigation by its policyholders to satisfy the insolvency con­
straint, knowing that it will lose money on its earthquake book of business. The only 
reason to agree to pay this premium is if it costs the insurer less than reinsurance and 
it enables Beta to make sufficient expected profits on other risks to more than offset 
the expected earthquake losses. 

The maximum discount that Beta would be willing to give its policyholders to 
encourage them to adopt an RMM depends on Beta's current surplus relative to poten­
tial claims in the future. The detailed calculations are shown in Appendix 2. The infor­
mal argument can be summarized as follows. Beta wants to show the regulator that it 
has Ss = $600,000 on hand to cover at least three earthquake losses when mitigation 
is in place. Since Ss = $700,000 it will be able to reduce its total premium by as much 
as $100,000 and still meet this constraint assuming that its expected profits from this 
and other lines of coverage was still positive. 

This means that Beta would be willing to reduce the premiums for each of its 
policyholders by up to $1,000 if that is what it took to convince their policyholders 
to adopt a mitigation measure and Beta would still be making a positive. Since the 
actuarially fair reduction in premiums based on Table I is only $500, Beta would 
be willing to reduce its profits to reduce its expected loss on its earthquake book of 
business in order to meet its insolvency constraint. Of course, when reinsurance is 
available, Beta will make tradeoffs between the reinsurance premium it will have to 
pay for coverage and the premium reduction it will offer property owners in exchange 
for mitigation. 

Behavior with Moral Hazard. In setting their premiums, reinsurers are concerned 
with problems of ex ante and ex post moral hazard. Ex ante moral hazard occurs when 
the primary insurer fails to take actions to reduce future losses or takes actions that 
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increase losses simply because the reinsurer cannot monitor the insurer's behavior 
[Pauly (1974), Marshall (1976), Shavell (1979) and Dionne and Harrington (1992).] 
Ex post moral hazard arises when the insurer relaxes its loss settlement process 
because it knows that the reinsurer will cover some of its claims. [Spence and 
Zeckhauser (1971) and Dionne and Harrington (1992)]. 

Below we focus only on ex post moral hazard. More specifically the insurer con­
siders skimping on its claims processing because it can pass some of the loss pay­
ments to the reinsurer. To keep the analysis simple all policyholders are assumed to 
be identical and each one experiences the same loss from the disaster. T~e primary 
insurer incurs two types of expenditures: (1) an administrative cost for processing 
claims and adjusting the losses and (2) the claims payments from the losses them­
selves. Both these costs will increase as the number of losses increases. When the 
primary insurer bears all the losses itself, then it will diligently process the claims and 
adjust the losses at a cost of Ci if there are i losses from the disaster. It would then 
incur total insurance claims costs of iL. 

If the reinsurer were to cover the entire set of losses, then the primary insurer 
would shirk in its claims-adjusting process and incur a cost of Cf< Ci causing each 
loss to increase to L * > L. To examine the financial implications of this type of ex 
post moral hazard, the primary insurer will be assumed not to shirk if it must absorb 
the entire difference in the loss costs itself. This implies that 

i(L*-L»C -C~ for all i (1) 

With an excess loss treaty, the reinsurer has the opportunity to reduce the ex post 
moral hazard by arranging the lower and upper attachment points so that the primary 
insurer will bear enough of the costs of shirking at both the front end and the back 
end to want to behave more responsibly. The lower attachment point means that the 
primary insurer is responsible for any losses below this amount (i.e., a deductible on 
a reinsurance policy). The upper attachment point refers to the upper limit of the rein­
surers excess loss contract. If an insurer experiences losses above that amount, then 
it must bear the residual losses. 

Suppose that the insurer has an excess loss treaty with the reinsurer whereby 
the insurer pays for the first D dollars of the loss, the reinsurer pays the next R 
dollars and then the primary insurer is responsible for any loss above D + R. The 
insurer faces the following tradeoff. If it is negligent in its claims adjustment process 
it can reduce its costs by Ci - C~ but now faces higher loss costs, some of which may 
be shifted to the reinsurer. If total losses are below D, then the primary insurer bears 
the extra loss cost on its own; if total losses are between D and D + R then both the 
insurer and reinsurer share the extra loss costs; any losses above D + R are borne by 
the insurer. Hence the primary insurer will not want to shirk if the savings from the 
administrative costs are wiped out by higher expenditures at either the front and/or 
back ends. 



Linking Insurance and Mitigation to Manage Natural Disaster Risk 603 

If the reinsurer offers an excess loss contract, there are two conditions when the 
primary insurer will not want to shirk because the increase in loss costs exceed the 
savings in administration costs: 

Condition J: If the losses after shirking from the disaster are below D. (i.e., 
iL * < D). In this case the insurer must bear the entire claims costs itself. 

Condition 2: If the losses without shirking are above D + R (i.e., iL > D + R). In 
this case the insurer bears all the extra costs of shirking itself. 

On the other hand, the insurer will always want to shirk if it can pass on enough 
ofthe excess in loss costs to the reinsurer to justify the savings in administrative costs. 
Let TeeS) = the total costs to the insurer of shirking and TeeNS) = the total costs 
to the insurer of not shirking. Given Conditions I and 2, then the primary insurer will 
incur the following costs when it shirks and doesn't shirk: 

TC(S) = min{iL*,D} + Max{O,iL *-R}+C~ (3) 

TC(NS) = min{iL,D} + Max{O,iL - R}+C; (4) 

The primary insurer will always want to shirk whenever TeeS) < TeeNS). This implies 
that shirking will always occur whenever the increase in loss costs is less than the 
savings in administrative costs from shirking as shown by the following inequality 
derived from (3) and (4): 

[min{iL*,D} - min{iL,D}] + Max{O,iL*-R}- Max{O,iL -R} < Cj -C~ (5) 

A simple example illustrates when shirking becomes worthwhile. Suppose that i = 10 
L * = 100, L = 80 D = 50 and R = 850. The total cost of shirking is 200. The LHS of 
(5) is 150 reflecting the extra costs that the insurer has to pay above D + R for shirk­
ing with the reinsurer incurring an extra cost of 50. Whenever Cj - C~ > 150 then the 
insurer will want to shirk. 10 In general, as D increases and R decreases the primary 
insurer will have less incentive to shirk because it will have to bear a larger propor­
tion of the losses itself. In other words, larger deductibles and lower maximum cov­
erage limits placed by the reinsurer reduce the possibility of ex post moral hazard by 
the primary insurer. II 

When there are shortages of claims adjustors, then as the number of losses 
increases the settlements will expected to become more generous particularly if there 
is additional pressure on the insurers to settle more quickly to help the community 
back on its feet. Reinsurers will now have higher payments for reasons having nothing 

10 Note that if the reinsurer sets D + R > 1000 then it will cover the entire amount of the losses above 
the deductible whether the insurer shirks or doesn't shirk. In this case whenever C, > C~ the insurer will 
want to shirk. 

II The relationship between the reinsurer and insurer is similar to that between the insurer and a 
policyholder. 
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to do with ex post moral hazard unless insurers are even more generous in making 
claims when they are reinsured than when they have to bear the costs themselves. 

18.4 ROLE OF BUILDING CODES 

The above analysis implicitly assumed that insurers would encourage property owners 
to undertake RMMs through premium reductions. 12 There would be no need for build­
ing codes if the following set of conditions were met in practice: Homeowners have 
perfect information on the risks associated with natural disasters and invest in cost­
effective mitigation measures because they maximize their discounted expected utility. 
Insurers utilize the information on the risk from natural disasters to price their 
coverage and provide premium discounts to those who adopt these RMMs. Finally, 
all the costs from disasters are allocated to specific individuals and property. It is pre­
cisely because none of these conditions are fulfilled in practice that building codes 
serve a useful purpose as shown below. 

Addressing Misinformation Problems 

Property owners may fail to adopt cost-effective RMMs either because they have 
budget constraints, underestimate the benefits from adopting the RMM and/or the 
probability of a disaster occurring (Kunreuther 1996). To illustrate these points, sup­
pose a family only feels it can only afford $300 for investing in a measure which costs 
$2,000. The homeowner may perceive the probability of an earthquake causing 
damage to his or her home next year to be 1/500, while experts estimate it to be 111 00. 
They may compute the expected discounted benefits from the mitigation measure 
only over the next several years while the relevant time horizon is the expected length 
of life of the structure. Furthermore the homeowner may have difficulty assessing a 
home's hazard resistance in the absence of code enforcement. 

There is also limited interest by engineers and builders in designing safer struc­
tures if it means incurring costs that they feel will hurt them competitively. Inter­
views with structural engineers concerned with the performance of earthquake­
resistant structures indicate that they have no incentive to build structures that exceed 
existing codes because they have to justify these expenses to their clients and would 
lose out to other engineers who did not include these features in the design (May and 
Stark 1992). Without building codes, they would even be less interested in under­
taking measures that will enable the structure to withstand the forces of a disaster. 

Well-enforced building codes correct misinformation that potential property own­
ers have regarding the safety of the structure. Suppose the property owner believes 
that the losses from an earthquake to the structure is Lf = $20,000 and the developer 

12 Alternatively codes could have specified that structures meet certain requirements but there was poor 
enforcement of these regulations. 
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knows that it is L" = $25,000 because it is not well constructed. There is no incentive 
for the developer to relay the correct information to the property owner because the 
developer is not held liable should a quake cause damage to the building. If the in­
surer is unaware of how well the building is constructed, then this information can­
not be conveyed to the potential property owner through a premium based on risk. 
Inspecting the building to see that it meets code provides accurate information to the 
property owner. 

Reducing Externalities 

Cohen and Noll (1981) provide an additional rationale for building codes. When a 
building collapses it may create externalities in the form of economic dislocations and 
other social costs that are beyond the economic loss suffered by the owners. These 
may not be taken into account when the owners evaluate the importance of adopting 
a specific mitigation measure. Consider the following examples of externalities: 

Triggering Damage to Other Structures. Suppose that an unbraced concrete block 
structure had a 20 percent chance of toppling in an earthquake, bursting a pipeline 
and creating a fire which would severely damage 10 other homes, each of which would 
suffer $40,000 in damage. Had the house been bolted to its foundation this series of 
events would not have occurred. The insurer who provided coverage against these fire­
damaged homes under a standard homeowner's policy would then have had an addi­
tional expected loss of $80,000 (i.e., .2 x lOx $40,000) due to the lack of building 
codes requiring concrete block structures to be braced in earthquake prone areas. 

One option would be for homes adjacent to those that are unbraced to be charged 
a higher fire premium by their insurers to reflect the additional hazard from living 
next to the unprotected house. In fact, this additional premium should be charged to 
the unprotected structure that caused the damage, but this cannot legally be done. 
Hence, each of the 10 homes that are vulnerable to fire damage from the quake would 
have to be charged this extra premium.13 Alternatively the house that caused the 
pipeline to burst could be liable for the damage to the other structures but this also 
does not have a legal basis today in the United States. 

The relevant point for this analysis is that when there are additional annual 
expected benefits from mitigation that cannot be captured through premiums by 
private insurers, then well-enforced building codes may be necessary. All financial 
institutions and insurers who are responsible for the 10 other properties at risk 
would favor building codes to protect their investments and/or reduce the insurance 
premiums they would otherwise have to charge for coverage against fire following 
earthquake. 

13 If insurance was provided by the government rather than the private sector then this problem would 
not exist. The government would have an incentive to charge the unprotected home a premium reflecting 
the additional risk caused to other homes from not bracing its foundation. 
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Social Costs Arising from Property Damage. If a family is forced to vacate its home 
because of damage from a quake which would have been obviated if a building code 
had been in place, then this is an additional cost which needs to taken into account 
when determining the benefits of mitigation. Suppose that the family is expected 
to need food and shelter for t days (e.g., t = 50) at a daily cost of D = $100. Then 
the additional expense after a disaster occurs from not having mitigated is t x D (i.e., 
50 x $100 = $5,000). If the annual chances of the disaster occurring is p = 11100, 
then the annual expected extra cost to the taxpayer of not mitigating is p x t X D (i.e., 
11100 x 50 x $100 = $50). Although this may not appear to be a very large figure, it 
amounts to an expected discounted cost of over $560 for a 30 year period if an 8% 
discount rate is utilized. Should there be a large number of households that need to 
be provided with food and shelter, these costs could be substantial. 

In addition to these temporary food and housing costs, the destruction of com­
mercial property could cause business interruption losses and the eventual bankruptcy 
of many firms. In a study estimating the physical and human consequences of a major 
earthquake in the Shelby County/Memphis, Tennessee area, located near the New 
Madrid fault, Litan et al. (1992, pp. 65-66) found that the temporary losses in eco­
nomic output stemming from damage to workplaces could be as much as $7.6 billion 
based on the magnitude of unemployment and the accompanying losses in wages, 
profits and indirect "multiplier" effects. Their report suggests that selective building 
codes for certain structures could be beneficial, in the light of these additional 
economic benefits. 

18.5 ENCOURAGING MITIGATION THROUGH OTHER 
INCENTIVES AND REGULATIONS 

Private insurance coupled with building codes can be important components of a 
program for reducing losses from natural disasters while providing financial protec­
tion for those who suffer damage. This section discusses ways to supplement these 
two policy tools with other measures through the active involvement of other inter­
ested parties notably financial institutions, the real estate community and the com­
munity itself. 

Premium Reductions Linked with Long-Term Loans 

As shown in Section 18.3 insurance premium reductions for undertaking loss pre­
vention measures can encourage property owners to adopt them. However, they may 
be reluctant to adopt these measures due to budget constraints. Building codes do not 
solve the affordability issue so that one may want to turn to banks and financial insti­
tutions for a creative solution to this problem. 

One way to make this measure financially attractive to the property owner is for 



Linking Insurance and Mitigation to Manage Natural Disaster Risk 607 

the bank to provide funds for mitigation through a home improvement loan with a 
payback period identical to the life of the mortgage. Consider the following example, 
where the cost of bracing the roof on property in a hurricane-prone coastal area is 
$1,500. If the meteorologists' best estimate of the annual probability of a hurricane 
is p = 11100, and the reduction in loss from bracing the roof is $27,500, then the 
expected annual benefit is $275. A 20-year loan for $1,500 at an annual interest rate 
of 10 percent would result in payments of $170 per year. If the annual insurance 
premium reduction reflected the expected benefits of the mitigation measure (i.e., 
$275), then the insured homeowner will have lower total payments by investing in 
mitigation than not undertaking the measure. 

Banks and financial institutions normally require homeowners insurance as a 
condition for a mortgage. In the above example the property owner would not have 
to think twice about taking out a home improvement loan since this would reduce the 
total annual payments by $105. On the other hand, if insurance were not required, as 
is the case today with earthquake coverage, then long-term loans may still not be effec­
tive in encouraging the adoption of mitigation measures and one might have to rely 
primarily on code enforcement. Even if insurance is required but the regulated rates 
are not based on risk, then the insurer may have no financial incentive to reduce the 
price of coverage to reflect the full gains from mitigation. For example, if the premium 
reduction were less than $170 per year, then the property will have no financial incen­
tive to take out a loan unless she felt there were other benefits from mitigation aside 
from the property damage reduction from a future hurricane. 

Many poorly constructed homes are owned by low-income families who cannot 
afford the costs of mitigation measures on their existing structure. Equity considera­
tions argue for providing this group with low-interest loans and grants so that they 
can either adopt cost-effective mitigation measures or relocate to a safer area. Since 
low-income victims are likely to receive federal assistance to cover uninsured losses 
after a disaster, subsidizing these mitigation measures can also be justified on 
efficiency grounds. 

Seals of Approval on Structures Meeting Code 

Cost-effective risk-reduction measures should be incorporated in building codes and 
a seal of approval should given to each structure that meets or exceeds the code. A 
seal of approval provides accurate information to the property owner and forces the 
developer and real estate agent to let the potential buyer know why the structure has 
not been officially approved for safety. It may have the added benefit of increasing the 
property value of the home, since buyers should be willing to pay a premium for a 
safer structure. 

Banks and financial institutions could require that structures be inspected and 
certified against natural hazards as a condition for obtaining a mortgage. This inspec­
tion, which would be a form of buyer protection, is similar in concept to termite and 
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radon inspections normally required when property is financed. The success of such 
a program requires the support of the building industry, of realtors, and of a cadre of 
well-qualified inspectors providing accurate information on the condition of the 
structure. 

Evidence from a July 1994 telephone survey of 1241 residents in six hurricane­
prone areas along the Atlantic and Gulf Coasts supports this type of program. Over 
90 percent of the respondents felt that local home builders should be required to follow 
building codes, and 85 percent considered it very important that local building depart­
ments conduct inspection of new residential construction (Insurance Institute for 
Property Loss Reduction 1995). 

Community-based insurance incentives 

One way to encourage communities to develop and enforce building codes is to 
provide insurance premium reductions to all policyholders in the area based on the 
stringency of the standard The more effective a community program is in reducing 
future disaster losses, the greater the insurance premium reduction. 

Such a Community Rating System (CRS) was created by the Federal Insurance 
Administration in 1990 as a way to recognize and encourage community flood plain 
management activities that exceed the minimum National Flood Insurance Program 
(NFIP) standards (Pasterick 1998). Inspired by the CRS, the Institute for Business 
and Home Safety (IBHS) helped create the Building Code Effectiveness Grading 
Schedule (BCEGS) for use in adjusting private sector insurance premiums. This rating 
system administered by the Insurance Services Office, measures how well building 
codes are enforced in communities around the United States. Although it is not yet 
implemented, the goal of the program is that property located in communities that 
have well-enforced codes will benefit through lower insurance premiums. 

Tax Incentives for Mitigation 

One way for communities to encourage its residents to engage in mitigation measures 
is to provide them with tax incentives. For example, if a family lowered the chances 
of its home being damaged from a hurricane by installing a mitigation measure, 
it would get a rebate on its state taxes to reflect the lower costs of disaster relief. Alter­
natively ones property taxes could be lowered for the same reason. 

In practice, communities often create a monetary disincentive to invest in 
mitigation. A property owner, who improves his home by making it safer, is likely to 
have the property reassessed at a higher value and hence have to pay higher taxes. 
California has been cognizant of this problem and voters passed Proposition 127 in 
1990 which exempts seismic rehabilitation improvements to buildings from being 
reassessed to increase property taxes. 
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The City of Berkeley has taken an additional step to encourage home buyers 
to retrofit their newly purchased homes by instituting a transfer tax rebate. The city 
has a 1.5 percent tax levied on property transfer transactions; up to one-third of this 
amount can be applied to seismic upgrades during the sale of property. Qualifying 
upgrades include foundation repairs or replacement, wall bracing in basements, shear 
wall installation, water heater anchoring and securing of chimneys. Since 1993 these 
programs have been applied to 6,300 houses, representing approximately $4.4 million 
in foregone revenues to the city (Earthquake Engineering Research Institute 1998). 

The principal reason for utilizing tax rebates to encourage mitigation is because 
of the externalities associated with these measures. As pointed out above, these added 
benefits cannot be captured through insurance premium reductions which normally 
cover damage only to the property. Taxes are associated with a broader unit of analy­
sis such as the community, state or even federal level. To the extent that the savings 
in disaster costs relate to these units of government, tax rebates are most appropriate. 

Role of Liability 

The liability system has the potential of being a powerful tool for encouraging key 
interested parties to enforce relevant standards and regulations. Contractors who did 
not utilize a building code could be responsible for paying the damage to poorly 
designed homes battered by a hurricane. Banks who did not require homeowners in 
high hazard areas to purchase flood insurance, which is required as a condition for a 
federally insured mortgages, could be forced to pay the claims that the property owner 
would have collected from his flood policy. 

In practice the liability system has not been utilized in this way. However, 
there are signs that this may be changing. A step in making banks more responsible 
for enforcing flood insurance requirements was taken by the Flood Disaster Protec­
tion Act of 1990 where fines were levied on any financial institution that let a policy 
lapse (Pasterick 1998). Florida anticipates developing a statewide building code where 
contractors who are found to not meet the standards would be fined and lose their 
license. 

18.6 FUTURE RESEARCH DIRECTIONS 

This chapter has suggested ways that mitigation can be linked with insurance and 
other policy tools for reducing future losses from natural disasters. Future research 
needs to focus on ways of improving estimates of the risk as well as determining what 
we mean by a cost-effective mitigation measures. These two areas are discussed in 
turn. The paper concludes by examining the role that micro-model simulations can 
play in analyzing alternative mitigation and insurance programs. 
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Improving Estimates of Risk 

Insurers will benefit from improved estimates of the risk associated with catastrophes 
in two ways. First, by obtaining better data on the probabilities and consequences of 
disasters, insurers will be able to more accurately set their premiums and tailor their 
portfolios to reduce the chances of insolvency. The improved information should 
enable them to more accurately determine their needs for protection through reinsur­
ance or capital market instruments. Second, more accurate data on risk also reduces 
the asymmetry of information between insurers and other providers of capital. 
Investors are more likely to supply additional capital as they become increasingly con­
fident in the estimates of the risks of insured losses from natural disasters. 

In setting rates for catastrophic risks, insurers have traditionally looked back­
wards, relying on historical data to estimate future risks. 14 This process is likely to 
work well if there is a large database of past experience from which to extrapolate 
into the future. Low-probability high-consequence events, such as natural disasters, 
by their nature make for small historical databases. Thus, there is a need to integrate 
scientific estimates of the probabilities and consequences of events of different 
magnitudes with the evidence from past experience. IS 

Advances in information technology have encouraged catastrophe modeling that 
can simulate a wide variety of different scenarios reflecting the uncertainties in dif­
ferent estimates of risk. For example, it is now feasible for insurers to evaluate the 
impact of different exposure levels on both expected losses and maximum possible 
losses by simulating a wide range of different estimates of seismic events using the 
data generated by scientific experts. Similar studies can be undertaken to evaluate 
the benefits and costs of different building codes and loss prevention techniques 
(Insurance Services Office 1996). 

The growing number of catastrophe models has presented challenges to users who 
are interested in estimating the potential damage to their portfolio of risks. Each model 
uses different assumptions, different methodologies, different data, and different para­
meters in generating their projections. Their conflicting results make it difficult for the 
insurer to know what premiums to set to cover their risks; they also make it difficult for 
reinsurance and capital market communities to feel comfortable investing their money 
in providing protection against catastrophic risk. Hence the need for a better under­
standing as to why these models differ and the importance of reconciling these differ­
ences in a more scientific manner than has been done up until now. Bringing the leading 
modelers together with the insurers, reinsurers, and capital markets to discuss how their 
data are generated may reduce the mystery that currently surrounds these efforts. 

14 I am grateful to Terry van Gilder of Risk Management Solutions, formerly chief underwriter at Chubb, 
for characterizing the decision process of insurers in this way. 

15 For example, new advances in seismology and earthquake engineering are discussed in Federal 
Emergency Management Agency (1994) and Office of Technology Assessment (1995). 
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Encouraging Adoption of Cost-Effective Mitigation Measures 

There is a need to specify the types of cost-effective mitigation measures that could 
be applied to new and existing structures and how they can be made part of a hazard 
management program. Only then can insurers, builders, and financial institutions work 
together to incorporate these measures as part of building codes and provide property 
owners with appropriate rewards for adopting them. 

Several programs have been initiated in the past several years which recognize 
the importance of involving the key stakeholders concerned with disaster losses and 
developing a set of economic incentives which make the mitigation measures 
appealing to these concerned parties. The programs also are based on a much broader 
set of costs and benefits than has been traditionally considered in evaluating mitiga­
tion measures. It would be worthwhile to evaluate how well these programs have 
worked to determine the ingredients for successfully implementing mitigation 
measures. 

Project Impact. This FEMA initiative challenges the country to undertake actions 
that protect families, businesses and communities by reducing the effects of natural 
disasters. There are three primary tenets of the Project Impact initiative: mitigation 
is a local issue; private sector participation is essential to mitigation efforts, and 
mitigation is a long-term effort requiring long-term commitment. 

Project Impact seeks to achieve the goal of loss reduction through a community­
based partnership consisting of key stakeholders from the private sector, non-profit 
organizations, and local, state and federal governments. The community must first 
examine its risk for natural disasters and identify its vulnerabilities to those risks. 
Next, it must identify and prioritize risk reduction actions and mitigation activities. 
Finally, the local leaders must build support for these actions and publicize their 
successes to ensure continued cooperation and support. There are currently 57 Project 
Impact communities in different stages of development (Heinz Center 1999). 

The Showcase Community Program. The Institute for Business and Home Safety 
(IBHS) is an initiative of the insurance industry dedicated to reducing losses from 
natural disasters. Because much of the impetus for loss reduction must occur at the 
local level, IBHS has established the Showcase Community Program to operational­
ize the goals of its strategic plan. The program is designed to help a community reduce 
its vulnerability to natural disasters. 

To support the Showcase Community Program, IBHS has developed State­
ments of Understanding with a number of groups, including the Central United States 
Earthquake Consortium (CUSEC), the American Red Cross, the Electric Power 
Research Institute (EPRI), Disaster Recovery Business Alliance (DRBA SM), the Amer­
ican Society of Civil Engineers, and the American Society of Home Inspectors. These 
organizations provide professional expertise, additional personnel, and energy that 
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help to sustain locally driven efforts. In addition, IBHS member companies are 
engaged in the Showcase Communities program by supporting child daycare center 
retrofits, sponsoring DRBA SM activities, providing speakers at community events, and 
through other activities. 

Micro-Model Simulations 

A broader strategy for undertaking research in this area involves the analysis of the 
impact of disasters or accidents of different magnitudes on different structures. In 
order to determine expected losses and the maximum probable losses arising from 
worst case scenarios, it may be necessary to undertake long-term micro-model simu­
lations. For example, one could examine the impacts of earthquakes or hurricanes of 
different magnitudes on the losses to a community or region over a 10,000 year period. 
In the process one could determine expected losses based on the probabilistic sce­
nario of these disasters as well as the maximum possible loss during this period based 
on a worst case scenario. 

By constructing large, medium and small representative insurers with specific 
balance sheets, types of insurance portfolios, premium structures and a wide range 
of potential financial instruments, one could examine the impact of different disasters 
on the insurer's profitability, solvency and performance through a simulation. Such an 
analysis may also enable one to evaluate the performance of different mitigation 
measures and building codes on certain structures in the community on both expected 
losses as well as worst case scenarios. One could also consider the impact that rein­
surance will have on both the insurer's expected profits and insolvency with and 
without RMMs in place. An example of the application of such an approach to a model 
city in California facing an earthquake risk can be found in Kleindorfer and 
Kunreuther (1999). 

This type of simulation modeling must rely on solid theoretical foundations in 
order to delimit the boundaries of what is interesting and implementable in a market 
economy. Such foundations will apply to the decision processes of (re-)insurance com­
panies, public officials and property owners in determining levels of mitigation, in­
surance coverage and other protective activities. In the area of catastrophic risks, the 
interaction of these decision processes, which are central to the outcome, seem to be 
considerably more complicated than in other economic sectors, perhaps because of 
the uncertainty and ambiguity of the causal mechanisms underlying natural hazards 
and their mitigation. 

A current research program jointly being undertaken by the Financial Institu­
tions Center and the Risk Management and Decision Processes Center at the Wharton 
School, University of Pennsylvania is addressing all the above issues. We are partic­
ularly interested in understanding the impact of different institutional arrangements 
in other countries on the role that insurance coupled with mitigation and other policy 
tools can play in reducing losses from future natural disasters. 
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APPENDIX 1 A SAFETY-FIRST MODEL OF UNDERWRITER 
BEHAVIOR16 

Suppose an insurer has N policies associated with a risk and must decide what 
premium (P) it will charge. Let S be the insurer's financial resources to pay claims. 
It consists of its initial surplus (A) plus the premiums from its N policies (NP). The 
insurer has determined the probability Pi that it will have i losses each with claims 
payment L from different events. 

A safety first model implies that the insurer's objective is to find a premium P 
which will 

subject to the following insolvency constraint 

probability[ t [A + NP) - i L] ~ 0] ~ q * 

where q* = maximum probability of insolvency insurer will tolerate 

APPENDIX 2 MODELING INSURERS BEHAVIOR WITH 
RESPECT TO MITIGATION 

(I) 

(2) 

Consider the following scenario as it relates to insurers decision processes with respect 
to the premiums they are willing to charge for mitigation and how much they are 
willing to pay for reinsurance coverage: 

Notation 

P = annual probability ofa loss for a single house (e.g.,p = 11100) 
L" = Loss without mitigation (e.g., L" = $250,000) 
L' = Loss with mitigation (e.g., L' = $200,000) 
E(L") = P L" = Expected Annual Loss without Mitigation (e.g., $2,500) 
E(L') = P L' = Expected Annual Loss with Mitigation (e.g., $2,000) 
P" = E(L") = actuarially fair premium without Mitigation 
P' = E(L') = actuarially fair premium with Mitigation 
M = Minimum premium reduction from P" for homeowner to adopt mitigation 

16 More details on this model as well as an empirical test of its descriptive power appears in Berger and 
Kunreuther (1994). 
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Assumptions 

The insurer provides coverage for a single type structure (e.g., concrete block house) 
in an earthquake prone area. 

The insurer has written N earthquake policies on the single type structure. It may 
have other insurance policies in force but the concern here is only on its earthquake 
business. 

The insurer has calculated the probability that n or more homes will be damaged 
by a severe quake (i.e., there is not a perfect correlation between losses) and has 
estimated the resulting losses with and without mitigation in place. Table 1 presents 
these data for an illustrative example. 

Large and Small Capitalized Insurer Premium Setting Processes 

Large-Capitalized Insurers (No Insolvency Constraint) 
Alpha has N earthquake policies and must decide what premium (PL) it will charge. 
Let SL = Alpha's financial resources to pay claims which consists of its initial surplus 
(AL) plus the premiums from its N policies (NPL). It has determined the probability 
(p;) that it will have i losses from an earthquake. The size of each loss L will be L" 
if the property owner doesn't mitigate or L' if she does. 

Alpha's objective is to choose a premium PL 2:: P" so as to 

Max[ AL +NPL - LPi iLJ 
, 

(1) 

subject to the following insolvency constraint 

probability[±,[AL + N(PL ) - i L] ~ 0] ~ q* = _1_ 
i~ 120 

(2) 

where q* = maximum probability of insolvency that insurer will tolerate 
In the example given in the paper, Alpha is assumed to have SL = $1.2 million so 

that the insolvency constraint given by (2) will be met when mitigation is not in place 
and a premium PL = P" is charged. As seen from Table 1, (2) will also be satisfied if 
mitigation is adopted by property owners and PL = P'. 

Hence Alpha will set a premium which maximizes (1). It is interested in reduc­
ing the premium from P" only if it will encourage the property owner to mitigate their 
home and increase the insurer's expected profit. The insurer knows that the range of 
premium reductions that satisfies both these conditions is between M and P" - P'. 
Note that M is the minimum premium reduction from P" that will lead the property 
owner to adopt mitigation. If M > P" - P' then mitigation will not be encouraged 
because the insurer will be forced to provide a reduction in premium that will cause 
them to reduce their expected profits on their earthquake business. If M < P" - P', 
in an imperfectly competitive market the insurer will charge P 2:: P' to encourage 
mitigation. 
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Small Capitalized Insurers (Insolvency Constraint is Exceeded without Mitigation) 
Beta has N earthquake policies and must decide what premium (Ps) it will charge. Let 
Ss = the small insurer's financial resources to pay claims which consists of its initial 
surplus (As) plus the premiums from its N policies (NPs). It has a probability Pi that 
it will have i losses (L) from an earthquake. The size of each loss L will be L" if the 
property owner doesn't mitigate; Lf if he does mitigate. 

The small insurer's objective is to choose a premium Ps ~ P" so as to 

Max[ As +NPs - ~PiiL ] (3) 

subject to the following insolvency constraint 

probability[ t[As + N(Ps ) - i L] ~ 0] ~ q * (4) 

where q* = maximum probability of insolvency 
Beta is assumed to have insufficient financial resources (Ss) when mitigation is 

not in place, so that the insolvency constraint given by (4) for L = L" will not be met. 
Beta must continue to provide earthquake coverage to its existing policyholders. Oth­
erwise, it would have an incentive to cancel some policies to satisfy (4) without having 
to rely on mitigation or reinsurance. 

In the example in the paper Ss = $700,000 consisting of As = $450,000 and actu­
arial premiums for 100 policies 100 (P") = $250,000. The small insurer can either 
purchase reinsurance and/or encourage mitigation through premium reduction to meet 
(4). We will briefly examine each of these decisions using the data from Table 1. 

Purchasing Reinsurance 
Suppose that a reinsurer is willing to provide coverage of $250,000 to protect 
Beta against losses exceeding $500,000 (i.e., $250,000 in excess of $500,000). The 
reinsurer will suffer a loss of $250,000 in excess of $500,000 if there 3 or more 
losses. This probability is given by 1180 so that the actuarially fair premium is R = 
1/80($250,000) = $3,300. 

For the example above we can determine the maximum reinsurance premium 
(Rmax) Beta would pay for this excess coverage to satisfy (4) assuming that it will 
still make positive expected profits by providing this coverage. Specifically with 
reinsurance of $250 (thousand) in excess of $500 (thousand), (4) becomes: 

Prob[ {t[$700- Rmax - i L"] + [$700 - Rmax -750+250] 

+ ~:r$700 - Rmax - i L" + 250] ~ o}] ~ _1_ 
~ 120 

where the figures are in thousands of dollars. 

(5) 

Rmax is determined by finding the value where the surplus of the insurer is exactly 
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zero when there are 3 losses. To see this, note from Table 1 that Beta's surplus will 
be greater than zero if it suffers 0, 1 or 2 losses and that the probability of suffering 
four or more losses is less than 0.01. Hence if q* = I~O' the value of Rmax is deter­
mined by solving: 

$700 - Rmax - 750 + 250 = O. (6) 

Based on (6) Rmax = $200. This means that, in theory, the insurer is willing to pay as 
much as $200,000 for reinsurance. Of course, such a payment will yield an expected 
loss to Beta on its earthquake insurance business since premiums without mitigation 
reflected the actuarial loss. Beta may still choose to pay a large sum for earthquake 
reinsurance if it will make sufficient positive expected profits on other risks to want 
to stay in business. The actual reinsurance premium for this example will be some­
where between $3,333 and this upper limit depending on the degree of competition 
in the reinsurance market and the expected profits that the insurer can earn on other 
policy lines. 

Encouraging Mitigation Through Premium Reductions 
As an alternative to reinsurance Beta may actually be willing to set a premium Ps that 
is below the actuarially fair rate to encourage its current policyholders to adopt mit­
igation measures. Claim payments following an earthquake will be reduced and Beta 
may then be able to meet the insolvency constraint given by (4). 

From Table lone sees that if q* = I~O then Beta needs to set premiums so it has 
sufficient surplus to cover 3 losses. With mitigation its claims are reduced from 
$750,000 to $600,000 when 3 structures are damaged. Hence to determine Ps which 
satisfies (4) Beta computes. 

$450,000 - lOOPs - $600,000 = 0 (6) 

This means that Ps = $1,500, a premium below the actuarially fair value of P' = $2,000. 
Thus Beta is willing to lose money on its earthquake business to encourage mitiga­
tion and satisfy its insolvency constraint. 
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This chapter provides a comprehensive survey of the literature on the financial pricing 
of property-liability insurance and provides some extensions of the existing literature. 
Financial prices for insurance reflect equilibrium relationships between risk and return 
or, minimally, avoid the creation of arbitrage opportunities. We discuss insurance 
pricing models based on the capital asset pricing model, the intertemporal capital asset 
pricing model, arbitrage pricing theory, and option pricing theory. Discrete time dis­
counted cash flow models based on the net present value and internal rate of return 
approaches are also discussed as well as pricing models insurance derivatives such 
as catastrophic risk call spreads and bonds. We provide a number of suggestions for 
future research. 
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19.1 INTRODUCTION 

This chapter surveys the literature on the financial pricing of insurance and provides 
some extensions of the existing literature. Financial pricing differs from traditional 
actuarial pricing by taking into account the role played by markets in determining 
the price of insurance. Thus, policy prices should reflect equilibrium relationships 
between risk and return or, minimally, avoid the creation of arbitrage opportunities. 
By contrast, traditional actuarial models, such as the actuarial premium principle 
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models (Goovaerts, de Vylder, and Haezendonck 1984), take a supply-side perspec­
tive, incorporating the assumption that prices are primarily determined by the insurer. 
The traditional supply-side approach is gradually being replaced by the financial 
pricing approach, reflecting models developed by both actuaries and financial 
economists.! 

Financial theory views the insurance firm as a levered corporation with debt and 
equity capital. The insurer raises debt capital by issuing insurance contracts, which 
are roughly analogous to the bonds issued by non-financial corporations. However, 
insurance liabilities are not like conventional bonds but more like structured securities, 
where payoffs are triggered by various contingencies. The payment times and amounts 
for property-liability insurance policies are stochastic, determined by contingent 
events such as fires, earthquakes, and liability judgments. The types of risks 
incorporated in insurance liabilities drive both the pricing and capital structure 
decisions of insurers. Insurance policies also differ from bonds issued by non­
financial corporations because the holders of the insurer's debt instruments are 
also its customers (Merton and Perold 1993). Consequently, the insurer's debt in­
struments should be priced to earn a fair economic profit reflecting the risks borne by 
the insurer. The derivation of the fair profit is one of the principal themes of this 
chapter. 

Insurance financial pricing models have been developed to price this special class 
of liabilities using various strands of financial theory. The earliest models were based 
on the capital asset pricing model (CAPM). These models provide important insights 
but are too simple to be used in realistic situations, especially in light of financial 
research showing that factors other than the CAPM beta determine security returns 
(e.g., Fama and French 1993, 1996, Cochrane 1999). More promising are discrete and 
continuous time discounted cash flow (DCF) models, analogous to the net present 
value (NPV) and internal rate of return (IRR) models used in corporate capital 
budgeting. Option models also provide important insights into insurance pricing. The 
most recent research focuses on the pricing of financial instruments based on losses 
from property catastrophes such as hurricanes and earthquakes. 

Although the primary focus in this chapter is on the theory of insurance pric­
ing, we also briefly discuss some significant empirical contributions on the topic. 
We first provide a conceptual overview of the capital structure of insurance firms, with 
insurance policies viewed as risky debt capital. We then turn to a discussion 
of financial pricing models, beginning with the most basic model, the insurance 
capital asset pricing model (CAPM). More complex and realistic models are then 
discussed, including the newly-developed catastrophic risk (CAT) bonds and 
options. 

I Recent actuarial papers reflecting the financial approach include Gerber and Landry (1997) and Gerber 
and Shiu (1998). 



Applications of Financial Pricing Models 623 

19.2 INSURANCE AS RISKY DEBT 

Insurance companies are levered corporations that raise debt capital by issuing a 
specific type of financial instrument-the insurance policy. This section outlines 
the insurance pricing problem, describes the characteristics of insurance debt that 
should be reflected in financial pricing models, and discusses insurer capital 
structure. 

In order to operate an insurance enterprise, the firm's owners commit equity 
capital to the firm (the reasons for doing so are discussed below) and then issue insur­
ance policies, which are characterized by an initial premium payment, i.e., a cash 
inflow to the insurer, followed by a stream of cash outflows representing loss pay­
ments. During the period between the premium payment and the final satisfaction of 
all claims against the policy, the insurer invests the unexpended premium balance as 
well as the equity capital committed to the firm, receiving investment income. The 
equity capital is assumed to flow back to the owners as the loss obligations are 
satisfied. The firm's underwriting profit (the difference between premium inflows and 
loss outflows) and investment income expose the insurer to income tax liabilities 
which generate additional cash flows. Thus, the principal cash flows that must be taken 
into account in insurance pricing consist of premiums, losses, investment income, 
equity capital, and taxes. 

Timing differences between the funds that flow into the company as the result of 
the commitment of capital and issuance of insurance policies generate the firm's assets 
as well as two liability accounts-the unearned premium reserve and the loss reserve. 
The unearned premium reserve reflects premiums that have been paid to the company 
for coverage not yet provided and is similar to a short-term loan (most policy cover­
age periods are a year or less) with no unusual risk characteristics. The loss reserve, 
which arises because claim payments lag premium payments and loss occurrences, 
represents the company's estimate of the losses it will eventually have to pay less the 
payments that have already been made.2 The loss reserve is similar to an exotic option 
or structured security. Neither the magnitude nor the timing of loss payments are 
known in advance but rather depend upon contingent events such as the occurrence 
of accidents and the outcomes of liability lawsuits. In addition, loss cash flows can 
be generated by events that were unknown and/or impossible to predict when the 
policies were issued such as liabilities arising from exposure to environmental and 
asbestos exposures.3 Because the realizations of the loss cash flows may be correlated 

2 In economic terms, the true value ofthe reserve is its market value which reflects the timing of expected 
loss payments on claims known to the insurer, an expectation of payments on accidents incurred which 
have not been reported to the insurer as of the statement date, a risk premium, and its value as a tax shield. 
However, in most industrialized countries, regulators require that insurers state their policy obligations at 
nominal (non-discounted) values. 

) Actuaries often refer to the uncertainty regarding the ultimate amount of loss as process risk. The risks 
associated with the inability to accurately model the frequency and severity of all future loss events is 
known as parameter risk. 
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with movements in the overall financial market, insurance prices should incorporate 
risk premia to compensate insurers for bearing market risk. 

Equity capital is the other major component of the capital structure of an in­
surance company. Although holding equity capital is costly due to regulation, the 
double taxation of dividends, and the various agency costs associated with operating 
an insurance company, insurers maintain capital in excess of regulatory requirements 
for a variety of reasons. Avoiding financial distress costs provides one important 
motivation for insurers to hold capital. Financial distress costs include direct costs 
resulting from bankruptcy as well as indirect costs which may affect the firm's ability 
to retain its relationships with key employees, customers, or suppliers. Merton and 
Perold (1993) argue that insurers also hold capital because the customers of 
insurers, who purchase insurance to reduce their exposure to unfavorable contingen­
cies, are particularly concerned about the ability of the insurer to satisfy its financial 
obligations. Insurers also may hold equity because they issue illiquid contracts 
containing private information (D' Arcy and Doherty 1990, Cummins, Phillips, and 
Smith 1998, 2000). The benefits of this private information are only realized over time 
and the contracts cannot be liquidated for their full value should the firm suffer 
a shock to its capital resources. Finally, various agency costs, borne by the share­
holders of the firm, also can be mitigated by holding additional levels of capital 
(e.g., Myers and Majluf 1984). Evidence that P/L insurers have strong motivations 
for holding equity capital is provided by the capital-to-asset ratio in the U.S. P/L 
industry, which equaled 33 percent in 1995. By comparison, the capital-to-asset ratio 
for life insurers and commercial banks are much lower, approximately 6.5 and 3.5 
percent in 1995.4 

Insurers invest primarily in financial assets, with a heavy emphasis on stocks 
and bonds. Insurers select assets with the objective of maximizing return while main­
taining acceptable levels of credit risk exposure in their bond portfolios, exposure to 
price volatility from their stock portfolios, and exposure to price and exchange rate 
volatility from assets denominated in foreign currencies. In addition, insurers man­
age the duration and convexity of their asset and liability portfolios to reduce their 
exposure to interest rate risk (Staking and Babbel 1995). Many insurers also use off­
balance-sheet contracts such as financial derivatives to manage their exposure 
to these same risks (Cummins, Phillips, and Smith 1997, 1998, Santomero and Babbel 
1997). 

The risks that should be taken into account in pricing insurance contracts are sum­
marized in Table 1. Insurance pricing models differ in the degree to which these risks 
are recognized. The existing insurance financial pricing models tend to focus on sys­
tematic risk, inflation risk, and interest rate risk. More research is needed on unified 
models that incorporate all types of risk. 

4 The capital-to-asset ratios are from the Federal Reserve Flow of Funds Accounts (Washington, D.C.: 
Board of Governors of the Federal Reserve System). 
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Table 1 
Pricing Characteristics and Risks in Property-Liability Insurance 

Uncertainty Regarding Frequency and Severity (Process Risk) 
Uncertainty Regarding Models to Estimate Losses (Parameter Risk) 
Interest Rate (Duration and convexity) Risk 
Inflation Risk 
Payout Pattern Risk 
Systematic (Market) Risk 
Default Risk 

19.3 A SIMPLE CAPM FOR INSURANCE PRICING 

625 

The first financial models of the insurance firm were based on a very simple algebraic 
approach. The first model of this type was developed by Ferrari (1969). His 
paper presents the basic algebraic model of the insurer but does not link the model 
to the concept of market equilibrium. An important advance in insurance finan­
cial pricing was the linkage of the algebraic model of the insurance firm with 
the capital asset pricing model (CAPM). The resulting model is often called the 
insurance CAP M. 

The insurance CAPM was developed in Cooper (1974), Biger and Kahane (1978), 
Fairley (1979), and Hill (1979). The derivation begins with the following simple model 
of the insurance firm: 

(1) 

where Y, j = net income and investment income, respectively; 
flu = underwriting profit (loss) = premium income less expenses and losses, 
A = invested assets of the firm 
P = premiums collected from policyholders to compensate insurers for the 

risks they underwrite, 
r a = rate of investment return on assets, and 
r u = rate of return on underwriting (as a proportion of premiums). 

Tildes indicate stochastic variables. Writing (1) as return on equity and using the 
balance sheet identity A = R + G, where R = (undiscounted) reserves and G = equity, 
one obtains: 

where s = PIG = the premiums-to-equity (or premiums-to-surplus) ratio, and 
k = RIP = the liabilities-to-premiums ratio (funds generating factor). 

(2) 
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Equation (2) indicates that the rate of return on equity for an insurer is generated by 
both financial leverage (RIG + 1) and insurance leverage (PIG). The leverage factor 
for investment income is a function of the premium-to-surplus ratio and the funds 
generating factor. The latter approximates the average time between the policy issue 
and claims payment dates. The underwriting return is leveraged by the premium-to­
surplus ratio. Taking expectations in (2), one obtains the insurer's expected return on 
equity. 

Equation (2) is essentially an accounting model. The model is given economic 
content by assuming that the equilibrium expected return on the insurer's equity is 
determined by the CAPM. The CAPM formula for the expected return on the insurer's 
stock is 

where E(re) 

~e 
E(rm) 

= expected return on the insurer's equity capital, 
= the insurer's equity beta coefficient = Cov(r., r m)Nar(r m), 

= expected return on the market portfolio, and 
rJ = the risk-free rate of interest. 

(3) 

The insurance CAPM is obtained by equating the CAPM rate of return on the insurer's 
equity with the expected return given by equation (2) and solving for the expected 
underwriting profit.s The result is: 

(4) 

where ~u = Cov(r u, r m)Nar(r m ) = the beta of underwriting profits. 
The insurer must earn (in expectation) the return E(ru) on underwriting in order 

to avoid penalizing equity (if the return is too low) or charging policyholders too much 
(if the return is too high). The first term in equation (4), -k rr. represents an interest 
credit for the use of policyholder funds. The second component of E(ru) is the insurer's 
reward for risk-bearing: the underwriting beta multiplied by the market risk premium. 
The risk premium reflects only systematic risk, i.e., policies are treated as free of 
default risk. 

Several limitations of the insurance CAPM have motivated researchers to seek 
more realistic models. One problem is the use of the funds generating factor (k) to 
represent the payout tail. Myers and Cohn (1987) argue that k is only an approxima­
tion of the discounted cash flow (DCF) approach. A second limitation is that the model 
ignores default risk. As a practical matter, errors in estimating underwriting betas 

5 The derivation also uses the CAPM pricing relationship for the insurer's expected asset return, E(r,,), 
i.e., E(ra) = rr+ l3a[E(i'm) - rrl as well as the relationship 13, = l3.(ks + I) + l3as. 
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can be significant (Cummins and Harrington 1985). A final serious limitation is that 
most recent studies have shown that security returns are related to other factors in 
addition to the CAPM beta coefficient. A more modern version of the insurance 
CAPM could easily be developed that incorporate multi-factor asset pricing models. 
Most of the models discussed below deal with one or more of the limitations of the 
CAPM. 

19.4 DISCRETE TIME DISCOUNTED CASH FLOW (DC F) MODELS 

Paralleling corporate finance, DCF models for insurance pricing have been developed 
based on the net present value (NPV) and the internal rate of return (IRR) approaches. 

The NPV approach was applied originally by Myers and Cohn (1987) and extended 
by Cummins (1990) and Taylor (1994). The NPV model is an application of adjusted 
present value (APV) method, which requires each cash flow to be discounted at its 
own risk-adjusted discount rate (RADR) (see Brealey and Myers 1996). The IRR 
approach was originally developed by the National Council on Compensation Insur­
ance (NCCI) and is further discussed in Taylor (1994).6 In this section we provide a 
general discussion of the DCF approach to insurance pricing using notation taken 
from Taylor (1994).7 Taylor's model is more rigorously developed than earlier models, 
and he explicitly derives the conditions under which the NPV and IRR models give 
the same results. 

We begin by defining some additional notation. Specifically, let 

P = the premium paid by policyholders for insurance coverage, 
at = the proportion of the premium paid at time t, 
I = the total amount of losses under the policy, 
Ct = the proportion of losses paid at time t, 
It = ctl = the amount of the loss payment at time f, 

E(r,) = rr+ PI[E(rm) - rr] = the expected value of the loss discount rate r" 
E(ra) = rf + Pa[E(r m) - rf] = the expected return on the insurer's invested assets, 

Px = Cov(r", r m)Nar(r m) = the beta coefficient for cash flow x (x = I, a), 
Gt = the insurer's equity capital at time t, and 

't = tax rate for investment and underwriting income.8 

6 Of course, the internal rate of return model in insurance is subject to the same well-known pitfalls that 
have been identified in corporate finance more generally. See, for example, Brealy and Myers (1996). 
However, as Brealy and Myers point out, "used properly, it gives the same answer" as the net present value 
(NPV) method (Brealy and Myers, p. 85). 

7 Taylor (1994) provides the set of conditions under which the net present value model and the internal 
rate of return models will yield identical premia. Our discussion is a simplified version of his model. The 
reader is referred to the original paper for more details. 

8 Although we believe that our modeling of income taxes is reasonably generic, the models would have 
to be modified for use in jurisdictions that have other types of tax formulas. 
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As above, tildes indicate random variables. The insurer is assumed to issue policies 
at time 0. In general, premiums are received at times {O, I, ... , T - I} and losses 
are paid at times {I, 2, ... , T}, where T is the last loss payment date. We assume that 
c, > 0 at a1l times {I, 2, ... , T}, but premium payments may be zero at some possi-
ble premium payment dates. An important special case is where all premiums are paid 
at time zero, i.e., a, = 0, t *- 0. Expenses (other than loss payments) are assumed to 
be zero. The asset and liability discount rates, the risk-free rate, the expected return 
on the market portfolio, and the beta coefficients are all assumed to be constant over 
the payout period. Insurer underwriting profits and investment income are taxed at the 
constant rate 'to 

An important feature of the discounted cash flow approach to insurance pricing 
is the concept of the surplus flow. The insurer is assumed to commit equity capital 
(surplus) to the enterprise at time 0, and the capital is assumed to flow back to the 
insurer over the loss payment period. A specific pattern of surplus flow is required in 
order for the net present value and IRR methods to yield identical premiums. Myers 
and Cohn assumed that surplus is released as losses are paid. However, Taylor (1994) 
shows that their assumption will not lead to equivalency of the NPV and IRR 
premiums. Taylor shows instead that the surplus must be released in proportion to 
reductions in reserves. We return to this point below. 

The insurer's market value balance sheet consists of the market value of its assets 
on one side and the market value of its debt and equity on the other. Debt capital con­
sists of loss reserves, i.e., no bonds or other types of non-insurance debt capital are 
used. The market value of liabilities can be defined as: 

(5) 

where Rr = the market value of reserves at time t, 
v, = loading factor applied to expected costs of period t in their contribution 

to loss reserves, and 
R';'l, R';'P = the loss and premium components, respectively, of equation (5). 

The factor v, reflects loadings that are held in reserves until realization at time t. The 
loadings are needed to pay the taxes on underwriting and investment income 
(see below). The premium component Rrp represents a receivables account and could 
be equivalently treated as an asset item. The leverage factor can be defined as 871 = 
R,;,l/G" t = 0, I, ... , T. 

Taylor (1994) derives the following formula for the cash flows to/from the 
insurer's owners: 

(6) 
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wherefi\ = net cash flow to (from) owners in period t. 1\ = the insurer's profit at time 
t, defined as follows: 9 

n- G ( )[ (-) [- - ] Rt"'-( Lt [(-) ](R/"If-1:-I) - ] t = t_ I l-'t Era + E(ra)-E(fj) --+Vt--- Era -rf +Zt-I 
Gt - I Gt - I G'_I 

(7) 

The profit is after-tax and has five components, corresponding to the five terms inside 
the brackets in equation (7). The first, E(ra), corresponds to the investment income 
earned on the insurer's equity. The second, equal to [E(ra) - E(r,)] leveraged by 
(9 t- It l , reflects investment income on reserves less the rate of return credit needed to 
write up discounted reserves for an additional period as they approach maturity, the 
latter being a deduction in determining taxable income (Cummins 1990). The third, 
involving Vb represents the release to profits of the loading margin in the loss reserve. 
The fourth term represents the reduction in income attributable to premiums not yet 
received by the insurer; and the fifth term, Z t-il is a mean-zero random variable to 
capture deviations of losses and investment income from their expected values. 

The insurer's return on equity (ROE) in period t can be obtained by dividing 
through equation (6) by Gt+ Because we have assumed no changes in the under­
lying variables such as expected investment returns and taxes, the expected return on 
equity should be constant over the entire runoff period. Thus, it is of interest to inquire 
about the conditions that will lead to a constant ROE. Using equations (6) and 
(7), the CAPM formulas for E(ra) and E(r{), and the definition of 91l ROE can be 
written as 

- (1 )[E(-) [E(-) (- )]9-1 ( ~a R/"If - 1:-1 ) Lt - ] re = -'t ra + ra -E fj t-I l-A--=-r.t m{ +vt--+z, 
I-'a 1-" Rt - I Gt - I 

(8) 

Considering the second term inside of the brackets, involving (9t-ltl, it is clear 
that this term will be constant if 9t - 1 = 9, '1/ t, where 9 is a constant, and the term 
involving R~P and R~' is constant. An important special case where this will occur is 
when all premiums are received at time zero. Otherwise, the condition imposes a 
constraint on the ratio of the reserve for deferred premiums to the reserve for unpaid 
losses. 

In the no-tax case where Vt = ° '1/ t, the V t term in equation (8) vanishes, so we 
do not need to worry about this term creating non-constant ROE. When V t =1= 0, the 
condition that the v, term in (8) must satisfy in order for ROE to be constant is the 
following: 

L, 9't 
v -=--ROE 

t Ri'~( 1- 't 
(9) 

9 The profit is the amount that must be earned in order for the insurer to earn its cost of capital on the 
policy. We are not suggesting that monopoly rents playa role in this model. 
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where ROE = the constant value for ROE being sought in the analysis. Because the 
right hand side of equation (9) is a constant, this condition implies that the emergence 
of profits should vary inversely with the ratio L,IR,"}.\, i.e., profit emerges proportion­
ately to the ratio of paid losses to the (present valued) loss reserve. This differs 
significantly from the approach in Myers and Cohn (1987), who assume that 
"underwriting profits are accrued as losses are paid" (p. 68, emphasis added). Taylor's 
result in equation (9) shows that the MC assumption about the emergence of profit 
will not lead to ROE being constant over time, even when the underlying parameters 
are constant. 

We are now ready to compare the IRR and NPV models. Consider first the 

IRR model. This model specifies that the premium P is the solution of the following 
equation: 

(10) 

where.F\ is given by equation (6). It is convenient in discussing the method to assume 
that all premiums are paid at time zero. Then equations (8) and (9) imply that 

E(re) = E(ra) + [E(ra) - E(~ )]0-1 - 't[E(ra) + [E(ra) - E(~ )]0-1] + (1- 't)v, ~ (II) 
G'_I 

But by equation (IO) the last two terms in (II) sum to zero, so E(re) = E(ra) + [E(ra) 

- E(r,)]O-I, where 0-1 is the constant ratio of the present value of unpaid losses to 
capital. Therefore, under these conditions we have a constant ROE. 

This result has several important implications. First, the constant ROE generated 
by the model is the required rate of return implied by the CAPM, which can be rewrit­
ten as E(re) = E(ra)(1 + Rm'/G) - E(r,) (Rm'/G), where Rml/G = 0-1 = the ratio of the 
present value of reserves to equity capital, which is constant for all t. Thus, the insurer 
earns a leveraged return on assets at rate E(r a) and pays for the use of policyholder 
funds at the rate E(r,), where both E(ra) and E(rl) are determined by the CAPM. 
Second, the profit loadings (v,) emerge at exactly the time and amount needed to offset 
the income tax on the ROE, so that the insurer earns the pre-tax ROE. The policy­
holder pays the firm's income tax in accordance with the argument that the owners 
will not commit capital to the insurer if it is subjected to another layer of taxation 
because the owners have the option of investing directly in the capital markets. And, 
third, like the insurance CAPM, the model does not recognize insolvency risk. Thus, 
o is indeterminate, and there is nothing explicitly in the model to prevent the insurer 
from infinitely leveraging the firm. Thus, the model incorporates the implicit assump­
tion that market discipline or regulation prevent infinite leveraging. 

The fourth implication provides a link between the IRR and the MC net present 
value models. This argument is a bit more subtle and the reader is referred to Taylor 
(1994) for a rigorous proof. However, the intuition is that the equation defining the 
IRR (equation (IO» implies that no profit emerges at time zero. This in tum implies 
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that R'O = 0 in equation (5) and thus that the premium satisfies the following 
equation: 

(12) 

If Vt is zero for all t, equation (12) is exactly the Myers-Cohn model for the case of 
no taxes. 

To produce a constant CAPM return on equity, one could calculate premiums 
using the IRR model in equation (12). Alternatively, we can restate the MC model 
using the surplus release pattern postulated by Taylor. To do this, we first note that 
the APV approach requires that the insurer's tax liability be broken down into its 
components, with each component discounted at the appropriate rate. The insurer's 
expected tax liability can be disaggregated as follows: 

(13) 

The first expression in equation (13), equal to the expected investment return times 
the bracketed expression, is the investment return on the insurer's assets at the start 
of the period, where assets (At-I) equal equity (Gt- I) plus reserves (Rm' - Rmp) plus 
premiums received (PH)' The second term (-£(r,) R':'-D is a deduction for losses 
paid and for the write-up of the remaining loss reserve to reflect the reduced time to 
maturity. The third component is the interest write up to accrue the premium account 
towards maturity, i.e., a financing charge for unpaid premiums. 

The present value of the tax components is added to the present value of losses 
to obtain the NPV premium. To obtain the premium, it is necessary to specify a RADR 
for each component of the tax. For the last term, the answer is obvious: rf(R':!{ -

PH) is a riskless flow and therefore is discounted at the risk free rate, rf. For the first 
term, which is a risky investment flow, determined by the risky rate of return ra, the 
answer is not so obvious. However, it turns out that this flow as well is discounted at 
the risk free rate. This result is known as the Myers' theorem, developed by Myers 
(1984) and proved more rigorously in Derrig (1994) and Taylor (1994). 

The Myers' theorem can be demonstrated easily. Assume an investment of 1 at 
time 0 in the risky asset. The return on the asset, which is unknown at time 0, will be 
;. a' The investor will receive this risky return at time 1 and will pay a tax of 't ;. a' The 
question is: what is the present value at time 0 of this tax flow? The result is obtained 
by observing that the investor is able to deduct the amount of the initial investment 
(i.e., 1) before paying the tax. Although the investment return is risky, the deduction 
is not. 

We are seeking the following present value: 
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However, we also recognize that the investor will have both the principal and interest 
at time 1, i.e., (1 + Fa), and can deduct 1 before paying the tax. Therefore, we can 
write 

PV(Tax) = 'tPV[(l + ra)-1] 

But we have assumed that capital markets are efficient, so the present value of 
the risky amount (1 + Fa) is 1, i.e., the appropriate discount factor for this term is 
(1 + Fa). The deduction of 1 is riskless and thus is discounted at the risk free rate. 
Therefore, we have 

PV(Tax) = 'tPV[(l +ra)-1] = 't[I-l/(1+rr)] = 'trr 1(1+rr) 

that is, the present value of the tax on a risky investment of $1 is the risk-free rate 
times the tax rate, discounted at the risk-free rate. 

The only component for which we still need a discount rate is the loss deduction. 
The loss deduction depends on risky losses so that the appropriate discount rate is 
E(r{). Consequently, the revised form of the Myers-Cohn model, which we term the 
Myers-Cohn-Taylor (MCT) net present value model, is given by: 

"p" Ct "rf t-1 + t-1 T- i T [ T (A Rm{) 

£... at = £...L +'t £... 
t=O t=1 [I + ECiDJ' t=1 (I + rr)' 

± E(ij)R,'':.l ] 

t=1 [I + E(iD]t 
(14) 

Premiums based on this model will generate a constant (expected) cost of capital 
throughout the runoff period for the policies being priced, and it will give the same 
premium as the IRR model. 

Although the discrete time models we have discussed here are useful and practi­
cal financial pricing models, they are not without limitations. E.g., multi-factor models 
that price various sources of risk should be used instead of the CAPM in discounting 
risky cash flows (see Cochrane 1999). Research identifying the sources of priced risk 
in insurance markets would be an important advance in this field. 

Recent work in the theory of risk management also suggest that the models 
presented here may be in need of further development. Because of various capital 
market imperfections, the cost of raising capital external to the firm will be more 
costly than capital generated from internal sources (Froot, Scharfstein, and Stein 
1993). Thus, firms have an incentive to manage risk at the individual firm level to 
decrease the likelihood of having to raise costly external capital. Froot and Stein 
(1998) have developed a capital budgeting model that allows for the possibility that 
external capital is more costly than internal capital. They argue that the discount rate 
on lines of business which co-vary positively with overall firm capital levels should 
have higher discount rates than lines of business which co-vary negatively. Their work 
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suggests that in the presence of financing imperfections, the optimal discount rate will 
depend not only upon the economy-wide systematic risks, but will also include a firm 
and line specific adjustment determined by how the losses underwritten on a partic­
ular line of business are expected to correlate with the internal capital levels of the 
firm. Future research validating (or rejecting) this hypothesis would greatly increase 
our understanding about how intermediaries price their products and also about the 
sources of friction in insurance markets. 

19.5 OPTION PRICING MODELS 

Like options, insurance policies can be thought of as derivative financial assets (con­
tingent claims) with payments that depend upon changes in the value of other assets. 
Payments under primary insurance policies are triggered by changes in the value of 
insured assets, while reinsurance payments depend upon the experience of the primary 
insurer. Thus, it is natural to consider option models for pricing insurance. 

The basic paradigm for pricing derivatives is the no-arbitrage principle. No 
arbitrage exists in perfect and frictionless markets if the payoffs on the derivative 
security can be replicated using existing securities with known prices. The price of 
the derivative is found by forming a portfolio of primitive securities whose payoffs 
exactly replicate the payoffs on the derivative. Since the prices of the primitive secu­
rities are assumed to be known, the price of the derivative must be exactly equal to 
the value of the replicating portfolio. 

Financial economics theory has shown that when markets are complete and 
arbitrage free there exists a pseudo-probability measure, known as the risk-neutral 
measure, under which all uncertain cash flow streams can be priced using the risk­
free rate of interest (Duffie 1996). The equal return feature is just a fiction, of course­
returns on most assets, including options, are not actually equal to the risk-free rate. 
Rather, the risk neutral valuation technique prices securities as if returns were risk­
free. Thus, the price of any uncertain cash flow stream can be determined by taking 
expectations of the future cash flows using the risk neutralized probability distribu­
tion and then discounting at the risk-free. 

The discussion of option pricing models of insurance we present in this chapter 
parallels the evolution of the literature in which the principles of no arbitrage 
and risk-neutral valuation are standard assumptions. However, it should be noted 
that the assumptions of no-arbitrage and completeness in insurance markets are 
non-trivial as they imply there exists a sufficient number of linearly independent 
financial instruments to hedge all risks and replicate the payoffs on any insurance 
contract. This assumption is more realistic for some insurance products than for 
others. For example, the valuation of crop insurance using no-arbitrage arguments 
is relatively straightforward since the underlying risk (the commodity price) can 
be replicated using the spot markets and existing traded securities such as futures 
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and options. Identifying the set of securities which completes the market for other 
insurance products is more difficult and suggests a possible limitation of this litera­
ture as well as offering opportunities for future research. For example, the literature 
on incomplete markets has received little attention in the context of insurance 
financial pricing. 

19.5.1 Basic Option Models In Insurance 

Single period option models provide some important insights into insurance pricing.!O 
A simple example is the pricing of excess of loss reinsurance on a portfolio of primary 
insurance policies which is sufficiently large and has loss severity sufficiently small 
so that the evolution of claim costs can be approximated by a Brownian motion pro­
cess. Consider such an excess of loss reinsurance agreement in which the reinsurer 
agrees to pay the losses of the primary insurer in the event these losses exceed a fixed 
retention amount M up to a maximum limit of U. In this case, the insurance policy is 
a call option spread, paying {Max[O, Y - M] - Max[O, Y - U]} at maturity, where 
Y = losses. Under the appropriate conditions, the Black-Scholes approach leads to 
the following formula for the reinsurance premium: 

u 1 l( InX_II)2 [In - )] 
PR = e -'7' f (X - M) e -2 ~a~ dX + [M - U] 1- N( U f.l 

M X cr.J2i[ cr 
(15) 

where f.l = rf- cr2/2 and NO is the standard normal distribution function. 
Another application of option modeling in insurance is to analyze insolvency risk. 

This application utilizes the put-call parity formula: 

A = C(A,L, 't)+ [Le-rf' - P(A,L, 't)] (16) 

where A = the value of firm assets, 
L = the value of firm liabilities, 

C(A, L, 't) = a call option on asset A, with striking price L, and time to maturity 't, 
and 

P(A, L, 't) = a put option on asset A, with striking price L and time to maturity 'to 

The options are assumed to be European options, implying that they can only be 
exercised at the maturity date. The option model of the firm expresses the ownership 
interest as the value of the call option because the owners have the right to receive 
the residual value of the firm at the expiration date. If A > L at that date, the owners 
payoff the liabilities and receive the amount A - L. If A < L, the owners default, 

10 Relatively early articles using single period option models to study insurance problems include Merton 
(1978), Doherty and Garven (1986) and Cummins (1988). 



Applications of Financial Pricing Models 635 

turning the firms assets over to the debt holders. The value of the policyholders' inter­
est in the firm (i.e., the fair value of the insurance at any time prior to the option exer­
cise data) is given by the bracketed expression in (16), the riskless present value of 
liabilities minus the put value. The put represents a discount in the price of insurance 
to reflect the expected value of the owners' option to default if A < L and is called the 
insolvency put. II Thus, the fair price of insurance is the riskless present value of losses 
less the insolvency put. 

Basic option models have some limitations that restrict their applicability to many 
real world insurance problems. 12 Three examples are: (I) The models are restricted to 
a single payoff, even though most real-world property-liability policies have multiple 
cash flows. (2) There is only one class of liabilities, whereas most insurers write 
multiple lines of insurance. And (3) they require that the optioned variable be con­
tinuous. Thus, discrete jumps in loss values are ruled out. To relax the multiple period 
assumption, it would be possible to adapt other types of financial models such as the 
compound options model discussed in Geske (1977, 1979) or perhaps a coupon bond 
model. In the following sections, we discuss some attempts to generalize the models 
to incorporate multiple classes of liabilities and jump processes. 

19.5.2 A Multi-Class Option Model 

Because most insurers are multiple-line operations, it is of interest to extend the 
basic insurance option model to the case of mUltiple liabilities (Cummins and Danzon 
1997, Phillips, Cummins, and Allen 1998). To conserve notation, the model is derived 
with two liability classes. Assume that insurer assets and liabilities follow diffusion 
processes: 

where A, L], L2 = market values of assets and liabilities (classes 1 and 2), 
!lA, O"A = drift and diffusion parameters for assets, 

(17) 

" Cummins (1988) uses the put-call parity relationship to obtain the premium for guaranty insurance 
as the value of the put, P(A, L, 't). 

12 Nevertheless, the simple option models may perform better than might be expected. D' Arcy and 
Garven (1990) tested the performance of several financial pricing models in explaining actual underwrit­
ing profit margins over a sixty year period ending in 1985. They found that the most accurate models were 
basic option pricing models (Doherty and Garven 1986, Cummins 1988) and an industry rule of thumb 
model, the total return model. The insurance CAPM and the NPV models did not perform as well as the 
option and total return models. 
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Ilu, aLi = drift and diffusion parameters for liability class i, i = I, 2, and 
dzA, dzLI , dZL2 = increments of the Brownian motion processes for the asset and 

liability classes I and 2. 

The Brownian processes are related as follows: dZA dzL, = PAl dt, dZA dZLl = PAl dt, dzL, 
dZL2 = P'l dt, where PAi' i = 1,2, = instantaneous correlation coefficients between the 
Brownian processes for assets and liability classes 1 and 2, respectively, and P'2 = the 
instantaneous correlation coefficient for liability classes 1 and 2. 

Both assets and liabilities are assumed to be priced according to an asset pricing 
model, such as the inter-temporal capital asset pricing model (ICAPM), implying the 
following return relationships: 

IlA = rf + 1tA, for assets, and 
Ilu = rLi + 1tu, for liability classes i = 1, 2. 

where rLi = the inflation rate in liability class i, and 
1tj = the market risk premium for assetj = A, L" L2• 

The Fisher relationship is assumed to hold so that r( = r + r[, where r = the real rate 
of interest and r[= economy-wide rate of anticipated inflation. The economy-wide rate 
of inflation will not in general equal the inflation rates on the two classes of insur­
ance liabilities. If assets (and liabilities) are priced according to the ICAPM, the risk 
premium would be: '3 

where 11m, am = the drift and diffusion parameters of the Brownian motion process for 
the market portfolio, and 

pjm = the correlation coefficient between the Brownian motion process for 
asset j and that for the market portfolio. 

The value of an option on the two-liability insurance company can be written as P(A, 
L" L2, 't), where 't = time to expiration of the option. Differentiating P using Ito's 
lemma and invoking the ICAPM pricing relationships for assets and liabilities yields 
the following differential equation: 

122122 12 2 
Pr( = r( PAA + rLI PLI L, + rL2 PL2 Lz - P, +"2 a APAAA +"2 aLI L, PLILI +"2 a L2 PL2L2 L2 

+ PALIAL,aAI + PAL2 ALzaA2 + PLIL,a12L,L2 (18) 

\3 Alternatively, the risk premium could be defined using the consumption CAPM (Breedon 1979). The 
consumption CAPM assumes risk premia are related to the rate of return on aggregate real consumption 
instead of assuming that asset risk premia are related to movements in securities markets. Empirical tests 
of the consumption CAPM, however, suggest the model does no better explaining security returns than 
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Risk and the drift parameters (Jl;) have been eliminated by using the ICAPM and 
taking expectations. This also could be done by using a hedging argument, provided 
that appropriate hedging assets are available. 

The next step is to use the homogeneity property of the option model to express 
the model in terms of the asset-to-liability ratio x, the option value-to-liability ratio p 
== PIL, and the liability proportions WI == L/L and W2 == LiL, where x == AIL and 
L = LI + L2• The result is the following differential equation: 

(19) 

where rn = rf - WlrLI - W2rL2, 

a~ = aj + wraL + w~aL - 2wlaAI - 2w2aA2 + 2WIW2a12, 
aj = the diffusion parameter for process j (j == A == assets, j == Ll, L2 == 

liability classes I and 2), and 
ajk = the covariance parameter for processes j and k, A = assets, 1,2 = 

classes I and 2. 

Equation (19) is the standard Black-Scholes differential equation, where the optioned 
asset is the asset-to-liability ratio (x). 

This model can be used to price various contingent claims on the insurer by 
solving the equation subject to the appropriate boundary conditions. For example, the 
call option c(x, 1, 1) = the value of owners' equity, is the solution to equation (19) 
with boundary condition c(x, 1,0) = Max(x - 1,0). The put option g(x, 1,1) = the 
guaranty fund premium is the solution of (19) with boundary condition g(x, 1, 0) = 

Max(l - x, 0). The value of policy liabilities is obtained from the parity relationship 
as hex, 1, 1) = exp( -r't) - g(x, 1,1). The striking price in each case is equal to 1 because 
of the normalization of asset and option values by L. The option values are given by 
the usual Black-Scholes call and put option formulas (see Ingersoll (1987».14 

19.5.3 Implications of the Multi-Class Model 

A number of interesting implications about insurance markets can be gleaned from 
equation (19). For example, the equation reveals that a portfolio effect exists for insur­
ers that write multiple policies or multiple lines. To be specific, assume the existence 
of two insurers, with assets Ai, liabilities Li, and risk parameters ai, i = 1, 2. The put 
values for the two insurers separately are glAi, L i, 1), i == 1, 2. Now suppose that the 
two companies are merged, with no change in the asset or liability parameters. Assum­
ing there is no correlation between the asset and liability processes and the correla-

does the traditional CAPM (Breeden, Gibbons, and Litzenberger 1989). Thus, the value of using the 
consumption CAPM in insurance pricing is an open question. 

14 Using the homogeneity property, the options on x can be rescaled in dollars by multiplying by L. 
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tion coefficient between the liability processes Pl2 is not equal to one, it is easy to 
show the put value for the merged insurer, g(AI + A2, LI + L2, 't) must be less than or 
equal to the put values of the two insurers separately owing to the convexity of Euro­
pean puts (Merton 1973). Intuitively, the portfolio of puts from the separate insurers 
is worth at least as much as the put on the portfolio because situations exist where 
one of the individual puts finishes in the money but the portfolio does not. Thus, equa­
tion (19) implies that value is created by pooling different classes of risks in a port­
folio and multiple line insurers have an advantage over mono-line insurers in that they 
can offer equally safe insurance with less capital as long as the liability processes are 
not perfectly correlated 

The multi-class option model has also been used by Cummins and Danzon (1997) 
to gain some insights into the supply of insurance. They consider a company which 
has an existing portfolio of policies LI with one year until maturity. Its assets are A], 
and its existing portfolio will pay no additional premiums. The company has the 
opportunity to write a new block of policies, L 2• To write the new policies, it may have 
to issue new equity. The company is seeking a strategy for issuing new equity and 
pricing the new policies. 

Assuming that markets are efficient and that the policyholders know the charac­
teristics of insurers, pricing will depend upon the liquidation rule, i.e., the rule gov­
erning the disposition of the company's assets in the event of insolvency. Assume that 
the liquidation rule compensates policyholders in proportion to the nominal value of 
their claims against the company, so that policy class i obtains proportion Wi = L/(LI 
+ L2) of assets. 15 Then, the fair premium for the new policyholders is: L2 [exp( -r't) -
W2gS(X, 't)], where gs(x, 't) = the put option on the company after the new policies 
and new equity are issued and x = (AI + A2)/(LI + L2)' 

Because the pricing rule of the new policyholders is satisfied for a wide range of 
x values, the amount of the equity issue is indeterminate unless additional structure 
is imposed on the problem. For example, equity owners could gain by issuing the new 
policies and obtaining little or no new equity. This would expropriate value from the 
existing (class 1) policyholders without affecting the new policyholders, who pay the 
fair value for their coverage. In a competitive, efficient market, it is unlikely that 
the equity owners would be able to gain by expropriation. Expropriating value from 
the old policyholders would adversely affect the firm's reputation and its future cash 
flows. For example, the new policyholders might not be willing to pay the "fair value" 
if it appears that the owners have a history of expropriating wealth from policyhold­
ers by changing the capital structure or risk characteristics of the firm. 

Assume that the firm's objective is for the value of equity after the equity/policy 
issue to be at least as large as the sum of its equity before the equity/policy issue and 
the amount of new capital raised (E), i.e., 

15 This is consistent with the way insurance insolvencies are handled in practice (National Association 
of Insurance Commissioners 1993). 
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(20a) 

Substituting for the value of the call options on the both sides of the inequality yields: 

AI + A2 - (L. + L2)e-rr. +(LI + ~)p(x,'r):2: AI - Lle-rr. + LIPI (XI,')+ E 

A2 - L2[e-rr. - p(x, .)] + LI [p(x,,) - PI (xj, .)]:2: E (20b) 

Focusing on the second line in (20b), it should be clear that the premium of the new 
policyholders is (-1 times) the first bracketed expression on the left hand side of the 
inequality sign. The difference between A2 and the premium must equal the new equity 
(E) since there is no other source of funds. Thus, the condition for writing the 
policies reduces to the following: 

(21) 

where ot a2 = the risk parameters of the firm before and after the policy issue. 
In general, if the firm is safer after the new policies are issued, i.e., if p(x, " ( 2) 

< P(Xh " aD, the stockholders will lose money on the transaction. 16 They will gain 
if the firm is more risky following the policy issue, so that p(x, " ( 2) > P(Xh " ar). 
Expression (20a) is satisfied as an equality only if the value of the put (per dollar of 
liabilities) is the same before and after the policy issue. 

Unless the new policies are unusually risky or highly correlated with the old poli­
cies, the risk parameter of the firm after the policies are issued will be less than it was 
before due to the diversification effect. Since dp(X, ')lda > 0 and dp(X, .)/dX < 0, this 
implies that the firm can operate at a lower leverage ratio without expropriating value 
from the old policyholders. 

This model may help to explain market behavior observed during insurance price 
and availability crises. For example, assume that the risk of policy class 2 is suffi­
ciently high that a2 > ar. Then, in order to avoid expropriation, the leverage ratio must 
increase, leading to higher costs for the new policies. If there is an optimal leverage 
ratio (or range) and unexpected losses reduce the ratio to a suboptimal level, it may 
be difficult to restore the optimal ratio immediately. Expressions (20a), (20b), and 
(21) imply that the firm cannot raise the ratio without incurring a capital loss unless 
it charges more than the optimal premium to the new policyholders. Writing more 
business at a suboptimal leverage ratio may affect the reputation of the firm and there­
fore dampen future cash flows. Thus, the firm would prefer to write business at higher­
than-market prices even if this means reducing its volume. 17 

16 The put value is directly related to risk, i.e., dp/dcr > O. The comparative statics of the Black-Scholes 
model are discussed in Ingersoll (1987). 

17 Some restriction on entry is necessary in order for firms to restore optimal leverage ratios by writing 
at higher-than-fair prices. New entry may be difficult in lines such as liability insurance due to informa­
tion asymmetries, regulation, and other market imperfections. 
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The multi-class options model also has implications for the price of insurance. 
Consistent with the basic options model, the multi-class model also suggests that the 
price wi\1 be inversely related to the value of the insolvency put, i.e., safer firms 
should command higher prices. Empirical evidence that insurance prices are inversely 
related to the expected policyholder costs of insolvency is provided by Sommer 
(1996), Cummins and Danzon (1997), and Phillips, Cummins, and Allen (peA) 
(1998). 

19.5.4 Option Models and the Allocation of Equity Capital 

A recent topic that has been addressed by several papers in the actuarial and finan­
cial literature is the allocation of equity capital (surplus) by line of business (e.g., 
Kneuer 1987, Butsic 1999, Merton and Perold 1993, Cummins, Phillips, and Allen 
1998, Perold 1999, Myers and Read 1999, Cummins 2000). The usual objective in 
capital allocation is to assess a cost of capital charge to each line based upon the 
amount of capital assigned to the line and the riskiness of the line. The allocation of 
capital is motivated by the observation that holding capital in a financial institution is 
costly due to regulation, taxation, and agency costs. The general argument is that lines 
which consume more capital should bear a higher proportion of the firm's overall cost 
of capital than lines which consume less capital. Capital consumption is determined 
by the impact of the line of business on the insurer's insolvency put option. 

In capital allocation, a typical objective is to attain a specified target level of the 
expected policyholder deficit (EPD) or insolvency put option. E.g., a firm may want 
to have an insolvency put value of no more than 5 percent of liabilities. The alloca­
tion of capital among lines in the multiple line firm is problematical because writing 
multiple lines leads to diversification effects whereby the amount of capital needed to 
attain the EPD target in the multiple line firm will be less than the sum of the capital 
needed to attain the target if each line were operated as a separate or "stand-alone" 
firm. The impact of diversification is non-linear in the option modeling context, and 
it is not obvious how to allocate the diversification effect. 

Merton and Perold (1999) and Perold (1999) propose a marginal approach to 
allocating capital. To facilitate the discussion of their methodology, we consider a firm 
with three lines of business-labeled lines 1,2, and 3. We assume that the multi-class 
option model presented in the preceding section is used in conducting the capital allo­
cation. In this context, the M-P method of capital allocation is conducted in two steps: 
(1) Calculate the equity capital required to obtain the EPD target by firms that combine 
two of the businesses. There are three possible combinations: businesses 1&2, busi­
nesses 1&3, and businesses 2&3. (2) Calculate the marginal capital required to attain 
the target when the excluded business is added to the two-business firms, i.e., the mar­
ginal capital required if a firm consisting of two businesses were to add the third busi­
ness. The capital allocated to a given business is equal to the marginal capital required 
when it is added to the appropriate two-business firm. Because the calculation is made 
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for each two firm combination, the method provides a unique capital allocation for 
each of the business lines comprising the firm.l~ 

Merton and Perold (1993) argue that capital allocations based on stand-alone 
capital are likely to lead to incorrect decisions about the projects undertaken by the 
firm and the performance evaluation of lines of business. They also argue that allo­
cating all capital among lines may lead to the rejection of positive net present value 
projects. Their view is that the unallocated capital should be held at the "corporate" 
level rather than being charged to any specific division. 

An alternative to the Merton and Perold approach which does allocate 100 per­
cent of capital has been proposed by Myers and Read (M-R) (1999). They also use 
an option pricing model to allocate capital but reach different conclusions from 
Merton and Perold. Whereas Merton and Perold allocate capital at the margin by 
adding entire lines or division to the firm (a macro marginal allocation), Myers and 
Read allocate capital by determining the effect of very small changes in loss liabili­
ties for each line of business (a micro marginal allocation). Myers and Read allocate 
capital by differentiating the insolvency put with respect to the amount of liabilities 
resulting from each line of business, essentially deriving the effect on the put of infin­
itesimal changes in the liabilities from each line. They argue that their approach leads 
to a unique allocation of the firm's entire capital across its lines of business. 

Examples presented in Cummins (2000) indicate that the amounts of capital allo­
cated to each line of business can differ substantially between the Merton-Perold and 
Myers-Read methods. Thus, the two methods will not yield the same pricing and 
project decisions. The Myers-Read method has considerable appeal because it avoids 
the problem of how to deal with the unallocated capital under the Merton-Perold 
approach. In addition, most decision making regarding pricing and underwriting is 
marginal in the sense of Myers and Read, i.e., typically involving very small changes 
to an existing portfolio. However, more research is needed to determine which model 
is more consistent with value maximization. 

A different perspective on the multiple line firm problem is provided by Phillips, 
Cummins, and Allen (PCA) (1998). Unlike Merton-Perold and Myers-Read, they 
assume that no friction costs are present in the market for insurance. They derive the 
following formula for the market value of line i's claim on the insurer: 

P = De -('/ -rL,)1 - WL R(A L 'r) 
I Ii" '" (22) 

where Pi = the market value of line i's claim on the firm, 
Li = the nominal losses owed to line i, 

rr, ru = the risk-free rate and the liability inflation rate of line i, 

18 The order in which the businesses are combined into firms does not matter because all three two­
business combinations are used, i.e., the allocated capital of each business is obtained on the assumption 
that two of the businesses have already been combined. 
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W/i =L/L, 
A, L = total assets and total liabilities of the insurer, and 

B(A, L, 1:) = the insurer's overall insolvency put. 

Or, in other words, the market value of line i's claim on the firm at time 1: before the 
policy expiration date is equal to the nominal expected value of its loss liabilities at 
the expiration date Lie rL", discounted at the risk-free rate, minus the line's share of 
the firm's overall insolvency put option. Thus, the discount for insolvency risk in line 
i's claim on the firm depends upon the overall insolvency risk of the firm and not just 
on the line-specific levels of risk. Intuitively, this is because each line of business has 
access to the firm's entire capital in the event that losses are larger than expected. 

One of the implications of the surplus allocation result in the PCA analysis is that 
the market value of the line-specific claims on the insurer should be equal after con­
trolling for differences in line-specific growth rates and the overall risk level of the 
firm, regardless of differences in the risk characteristics of the individual lines of bus i­
ness. PCA test their theoretical prediction by comparing a measure of price for short­
tail lines to the same measure for long-tail lines and show that prices are consistent 
with the predictions, i.e., after controlling for the overall insolvency risk of the firm 
and line-specific growth rates, there is no significant difference between the price 
measures for the short and long-tail lines. 

A linkage can be developed between the PCA and the Myers-Read models of 
capital allocation in the presence of friction costs. That is, the price to be charged to 
line i would be equal to the market value of line i's claim on the firm from equation 
(22) plus the costs of the marginal capital that must be added to the firm to maintain 
a target insolvency put, where marginal capital is obtained using the formulas in Myers 
and Reed (1999). Further theoretical and empirical exploration of this approach could 
provide a new class of insurance option pricing models. 

19.5.5 The Insurer as a Down-and-Out Option 

One of the implications of the simple option model of the firm is that the equity owners 
can gain at the expense of the debt holders by increasing the risk of the firm (the 
derivative of a call option with respect to the risk parameter is positive). Neverthe­
less, in actual securities and insurance markets, stockholders usually do not exploit 
this feature of the call option. One way to explain this is through reputational argu­
ments, as suggested above. Another approach is to examine penalties and restrictions 
that might be imposed on firms adopting expropriative strategies. 

One type of restriction that is often used in bond markets is the safety covenant. 
For example, the bond agreement may specify that the firm will be reorganized if 
its value ever drops to a specified level. Although insurance contracts usually do not 
include safety covenants, regulation has a similar effect. Specifically, under the U.S. 
risk-based capital system, regulators are required to seize an insurer if its equity capital 
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falls below a specified level K> 0 (see Cummins, Harrington, and Niehaus 1994). 
This regulatory "option" terminates the equity holders' claim in the firm if the dif­
ference between assets and liabilities ever reaches the boundary. Because the chance 
of reaching the boundary is an increasing function of risk, the risk-based capital 
system changes equity owner incentives with regard to risk-taking. 

Risk-based capital can be modeled using a type of option known as the down­
and-out option (see Merton 1973, Cox and Rubenstein 1985). Let W(A, L, 't) equal 
the value of a down-and-out call option on an insurer with assets A and face value of 
liabilities L. The time-to-expiration of the option is 'to Prior to 't if the value of the 
assets ever reaches the knock-out boundary K = b L exp(-11't), the stockholders' inter­
est in the firm is terminated and the assets revert to the debt holders, where band 11 
are constants. 

To analyze the insurance case, assume that 11 = O. Then the knock-out boundary 
is constant, and the value of the firm reverts to the debt holders if assets fall to b L. 
Also assume that the call option has an infinite life, i.e., 't = 00. 19 The formula for the 
infinite down-and-out call is: 

(23) 

where cr2 = the dispersion parameter of the insurer. Because the value of an infinite­
lived conventional call option equals the value of the assets (the value of an infinite­
lived conventional put is zero), equation (23) implies that the value of the firm's debt 
is D(A, L) = bL(AlbLtr, where y = 2r,lcr2• 

The effects of changes in risk on the equity and debt of the down-and-out firm 
are as follows: 

(24) 

Expression (24) is < 0 if bL < A. Thus, increases in risk reduce the equity holders' 
share of the value of the firm and increase the debt holders' share. Equity holders have 
an incentive not to increase risk because this increases the chance that their share in 
the firm will be forfeited to the debt holders due to the knock-out feature. This 
provides a useful model of the value of the firm under solvency regulation. 

Like the standard Black-Scholes model, the down-and-out option can be gener­
alized to multiple asset and liability classes. For one asset class and two types of 
liabilities, the value of the down-and-out option is given by equation (23), with 
dispersion parameter cr~ (defined following equation (19)). 

19 These assumptions are used to simplify the discussion. A closed form solution exists for finite-lived 
down-and-out options with" > O. See Cox and Rubenstein (1985, p. 410). 
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If the liquidation rule allocates assets in proportion to nominal liabilities, the 
analysis of the firm's decision to accept new business is similar to the multi-variate 
Black-Scholes analysis discussed above. The firm will issue new business provided 
that the equity value of the firm after the policy (and stock) issue is greater than the 
value of the firm before the issue plus the amount of new capital raised. The condi­
tion is expressed as follows: 

where x = (AI + A2)/(LI + L2), 

XI = A IlL], 
cr2 = dispersion parameter after the policy issue, and 
cr[ = dispersion parameter before the policy issue. 

(25) 

Since new debt holders will pay the fair value of their coverage, there is neither 
a gain nor a loss in equity if the term in brackets in (25) is equal to zero. The dis­
persion of the firm typically will be lower following the policy issue. Thus, the firm 
should be able to operate at a lower leverage ratio after issuing new policies. The 
down-and-out model provides an alternative options interpretation of the insurance 
firm which may provide a better description of observed insurer behavior than the 
Black-Scholes model. 

19.6 PRICING CAT CALL SPREADS AND BONDS 

A number of new financial instruments have been introduced recently to accomplish 
the securitization of insurance risk. The securitization process involves the develop­
ment of financial instruments whose payoffs are triggered by losses from hurricanes, 
earthquakes, oil spills and other contingent events traditionally financed through 
insurance. The most prominent insurance derivatives are catastrophic risk (CAT) call 
spreads and bonds, where the payoffs are triggered by losses from property catastro­
phes. CAT call spreads are option contracts that payoff on the basis of an industry 
loss index, while the payoff on most CAT bonds is triggered by the losses of the spe­
cific insurer issuing the bonds. 

CAT futures were first introduced by the Chicago Board of Trade (CBOT) in 1992, 
call spreads were introduced in 1993, and a major design change was implemented 
in 1995. We abstract from most of the institutional details of the CBOT contracts and 
focus instead on the key mathematical features that enter into the pricing of this type 
of contract. Define an industry loss index, J, which is based on the value of losses 
from catastrophic events over a clearly defined period of time. For the CBOT 
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contracts, the loss index is compiled by Property Claims Services (PCS), a statistical 
agent sponsored by the insurance industry, based on surveys of insurers following 
property catastrophes. The index is equal to the insured catastrophic property loss 
divided by $100 million, e.g., a $2 billion event would have an index value of 20. 
The CBOT securities are call spreads on the index, so that the payoff is defined as: 
P == Max[O, I-M] - Max[O, I-V], where M == the lower strike price and U == the upper 
strike price of the option. E.g., a 20/40 spread would be triggered by an industry-wide 
loss of> $2 billion and pay a maximum of20 points for losses :::=:$4 billion, with each 
point worth $200. The pricing of CBOT-type contracts has been investigated by 
Cummins and Geman (1995). They model the stochastic process representing CAT 
losses as having a continuous component, modeled as a geometric Brownian motion 
process, and a discrete component based on a Poisson jump model. They do not find 
a closed form expression for the option price but are able to price the contracts using 
Monte Carlo simulations. 

To develop a more general model of CAT options, it would be necessary to address 
the problem of incomplete markets. Naik and Lee (1990) show that when jump risk 
is systematic (i.e., correlated with the market portfolio), the market is incomplete. 
Consequently, risk-neutral valuation techniques cannot be applied without imposing 
additional restrictions such as constant jump magnitudes (as in Cummins and Geman 
1995) and non-systematic jump risk (as in Merton 1978). If such restrictions are unre­
alistic, it is necessary to resort to equilibrium pricing, resulting in utility dependent 
option values. Insurance pricing with jumps in the incomplete markets setting is an 
important area for future research.20 

To price CAT bonds, we adopt Merton's (1978) approach to the incomplete 
markets problem, i.e., the assumption that catastrophic risk is non-systematic.21 We 
again abstract from the institutional details and focus primarily on the mathematical 
structure. CAT bonds are debt instruments issued by an insurer and sold to investors. 
The investors contribute capital in exchange for the bonds. The capital is placed in 
a single purpose reinsurer (SPR) that exists solely to handle the CAT bond issue. The 
SPR is set up in the form of a trust that holds the proceeds of the bond issue. The 
bonds are invested in safe securities such as Treasury bonds. Because of the forma­
tion of the trust and the investment of proceeds in low risk securities, the SPR is 
virtually free of credit risk. The insurer agrees to pay interest on the bonds. How­
ever, repayment of principal is contingent on the insured event. 22 If the contingent 
event occurs, the bond covenant permits the insurer to withdraw funds from the trust 

20 Chang (1995) has developed an option pricing model incorporating jumps in both complete and 
incomplete markets settings. 

21 Evidence that property catastrophe losses are not correlated with returns on the stock market is 
provided in Litzenberger, Beaglehole, and Reynolds (1996) and Canter, Cole, and Sandor (1997). 

22 For example, the bond may call for full repayment of principal unless a hurricane occurs in a speci­
fied geographical region such as Florida that satisfies certain severity criteria such as the amount of insured 
property loss and/or physical severity criteria such as the Saffir-Simpson rating of the storm. 
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to pay losses arising from the event; and the bond holders forfeit some or all of 
their principal. 

Because of the assumption that CAT risk is uncorrelated with the stock market, 
CAT bonds can be considered zero-beta securities. The zero-beta feature also sug­
gests a simple pricing model for these securities. SpecificaIly, in asset pricing theory, 
zero-beta securities should earn the risk-free rate. However, because there is some 

probability that the principal wiIl not be repaid, the bond coupon rate on these secu­
rities should be sufficient to deliver the risk-free rate to investors after taking into 
account the potential loss of principal. Assuming a one-period bond, this suggests the 
foIlowing pricing model: 

P(I+rr) = P(l+rc -A) (26) 

where P = the bond principal, 
rc = the coupon rate on the bond, and 
A = the expected loss of principal due to an insured event expressed as a pro­

portion of principal. 

It is easy to see that the coupon rate should be: rc = rJ + A. Thus, to price the bond, 
one needs to estimate the expected loss from the contingent event. 

Cummins, Lewis, and Phillips (CLP) (1999) provide an estimate of A based upon 
the frequency and severity of hurricanes and earthquakes using both historical loss 
data provided by PCS and simulated losses from Risk Management Solutions (RMS), 
a modeling firm specializing in the simulation of catastrophic events. They estimate 
the expected loss for a contract covering the layer from $25 to $50 billion doIlars in 
total industry losses to range from less than 1 percent to 2.4 percent, depending on 
the probability distributions selected to model the frequency and severity distributions 
and the data source (PCS or RMS). Thus, a CAT bond covering losses in this layer 
might be issued at the Treasury rate plus a maximum of 240 basis points. Actual CAT 
bond issues have generaIly been sold at higher margins above the Treasury rate, 
although the risk premia have declined over time as investors have become more 
familiar with these bonds. 

19.7 CONTINUOUS TIME DISCOUNTED CASH FLOW MODELS 

19.7.1 Certainty Model 

Continuous time models for insurance pricing have been developed by Kraus and Ross 
(KR) (1982) and Cummins (1988). As an introduction, consider the Kraus-Ross 
continuous time model under conditions of certainty. 

To simplify the discussion, assume that the current value of losses is determined 
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by a draw from a random process at time o. Loss payments occur at instantaneous 
rate S, while loss inflation is at exponential rate p, and discounting is at rate rf. The 
differential equation for the rate of change in outstanding losses at time t, in the 
absence of inflation, is: dC/dt = -SCt. Solving this equation for Ct yields the amount 
of unpaid claims at any given time (the reserve): Ct = Co e-6t. Thus, the assumption is 
that the claims runoff follows an exponential decay process with average time to 
payout = 1/S. 

Considering inflation (1t), the rate of claim outflow at any given time is: Lt = Sc,ent. 
The premium is the present value of losses, obtained as follows: 

(27) 

In (27), 1t could be >, =, or < economy-wide inflation. The model also can be used 
to estimate the market value of reserves, R,: 

(28) 

19.7.2 Uncertainty Models 

Kraus and Ross also introduce a continuous time model under uncertainty. This model 
is based on arbitrage pricing theory (APT). The KR model allows for market-related 
uncertainty in both frequency and severity. 

The following differential equation governs the claims process: dCldt = at - SCt, 
where at = accident frequency. The frequency process affects the evolution of out­
standing claims for a period of length T (the policy period). After that point, no new 
claims can be filed. During the entire period (0 to 00) claims inflation takes place 
according to the price index qt. The parameters at and qt are governed by the k 
economic factors of arbitrage pricing theory. These factors are modeled as diffusion 
processes: 

dx i = mixidt + (JiXidzi, i = 1, 2, ... , k. (29) 

The parameters are log-linear functions of the factors, e.g.: 

k 

log(q) = Lqi log(xi) + log(qo) (30) 
i~1 

where qo = the price level of the average claim at policy inception. 
Arbitrage pricing theory implies that the value of outstanding claims at any time 

t, Vex, C, t), where x is the vector consisting of the Xi, is governed by the following 
differential equation: 
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[dV] [8qC ] ~ [ (dV dX;)/ (dX;)] E V + V-rr dt = ~A;O; Cov V,--.z- Var --.z- dt (31 ) 

where A; = the market price of risk for factor i = (r m; - rf)/o;, and 
rmi = the market return on a portfolio that is perfectly correlated with the ith 

risk factor. 

The premium formula is obtained by applying the multivariate version ofIto's lemma 
(see Ingersoll 1987) and then solving the resulting differential equation. The formula is: 

where p = rr - 1t - L; A;O;q;, 
Pu = rj-1tu - L; A;o;(q; + a;), 
1t = L; [.502q;(q; - 1) + q;m;], 
1tu = L; [.502(ai + q;(a; + qi - 1) + (ai + q;)m;]. 

(32) 

The premium given by (32) is similar to the premium for the certainty case except 
for the presence of the market risk loadings (Ai terms) in the denominator. These load­
ings are the company's reward for bearing systematic risk. The a i and qi are the "beta 
coefficients" of the model. 

For the company to receive a positive reward for risk bearing, the risk loading 
term must be negative, i.e., losses must be negatively correlated with some of the 
market factors such that the net loading is < o. The model requires estimates of the 
market prices of risk for the k risk factors as well as the beta coefficients for insur­
ance. This would be difficult given the available data. Like most other financial pricing 
models for insurance, this model gives the price for an insurance policy that is free 
of default risk. 

A continuous time model that prices default risk has been developed by Cummins 
(1988). Assets and liabilities follow geometric Brownian motion: 

dA = (aAA -8L)dt + Ao AdzA 

dL = (aLL -8L)dt + LOLdzL 

where aA, aL = asset and liability drift parameters, 
0A, OL = asset and liability risk (diffusion) parameters, 

A, L = stock of assets and liabilities, 
8 = the claims runoff parameter, and 

dzACt), dzL(t) = possibly correlated standard Brownian motion processes. 

(33) 
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The asset and liability processes are related as follows: PAL = Cov(dzA, dzL). 

The model is more realistic than the standard options model since it does not 
have a fixed expiration date but rather allows the liabilities to run off over an infinite 
time horizon, i.e., it models liabilities as a perpetuity subject to exponential decay.23 
Cummins uses the model to obtain the market value of default risk, D(A, L). Using 
Ito's lemma to differentiate D and then using either a hedging argument or the ICAPM 
to eliminate the risk terms, one obtains the confluent hypergeometric differential 
equation. The solution is: 

(34) 

where a = 2(rr + 8)/Q, b = 28/Q, Q = cd + crt - 2 crA crL PAL, and M = Kummer's 
function (see Abramowitz and Stegun 1972). 

This perpetuity model has significant potential for pricing blocks of policies 
subject to default risk. It poses easier estimation problems than the Kraus-Ross model 
since one need only estimate the variance and covariance parameters of assets and 
liabilities rather than betas and factor risk premia. 

19.7.3 Pricing Multiple Claim Insurance Contracts 

Shimko (1992) develops an equilibrium valuation model for insurance policies which 
extends the prior literature in three important ways. First, his model explicitly 
recognizes the non-linear payoff structures resulting from the deductibles and 
maximum policy limits found in many insurance policies. Second, both the frequency 
and severity of losses are allowed to vary systematically. By contrast, many of the 
option pricing models of insurance assume the liabilities of the insurer evolve as 
smooth geometric Brownian motion, which essentially combines these two features 
into one process. Third, Shimko's model allows for multiple claims over the lifetime 
of the policy. 

Shimko assumes the claim amount C, conditional upon a claim being filed, for 
an individual will follow a geometric Brownian motion process: 

(35) 

To incorporate the deductible and policy limit provisions, the payoff to the policy­
holder conditional upon a claim being filed at time t will equal 

Sf = min[max(Cf - D, 0), M] (36) 

23 A perpetual put option model incorporating jumps that also might be applicable to insurance pricing 
has been developed by Gerber and Shiu (1998). 
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where Sf is the payoff, D is the deductible, and M is the policy limit. The arrival of 
claims is modeled as a non-stationary Poisson process where the expected intensity 
of claims arrival is a geometric diffusion process equal to 

(37) 

where the constant term <X). measures the non-stochastic expected growth in claim fre­
quency over the time period while (h is the instantaneous volatility. The model allows 
for correlation between the claim arrival and amount processes where dZcf dZ1.,t = PeAdt 
is the instantaneous correlation between C and A. 

To solve for the value of the insurance policy, V, Shimko considers two cases. In 
the first case he simplifies the problem and assumes the policy has a maximum indem­
nity payment M equal to positive infinity and a positive deductible D. Invoking the 
IeAPM equilibrium pricing relationships discussed earlier, he finds a closed form 
solution for the policy value V. The formula is quite complicated and therefore is not 
presented here. However, there is an intuitive interpretation which is useful to discuss. 

The value of the policy is given by 

V(C,A, 't;D) = AW(C, 't;D) (38) 

where W represents the expected payout by the insurance company conditional on a 
claim being filed by the policyholder and A is the expected number of claims. Shimko 
shows that W is equal to the fair value of the cash flows needed to replicate the cash 
flows of the insurance contract. The replicating cash flows are as follows: (1) At the 
beginning of the policy period, if the claim amount is greater than the deductible, the 
insurer must purchase a risky perpetuity that pays Cdt and must sell a risk-free per­
petuity that pays Ddt. If C < D at time zero, do nothing. (2) Over the policy period 
the insurer must continuously revise the position. Whenever C> D, the insurer must 
go long in the risky perpetuity and short the risk-free perpetuity; otherwise hold 
nothing. (3) At the end of the policy period, the insurer must liquidate its positions. 

To solve for the more general case when the policy includes a per-claim maximum 
indemnity limit, M, the revised valuation formula is24 

Y(C,A,'t;D,M) = AW(C,'t;D)-AW(C,'t;M + D). (39) 

The intuition behind this result is readily apparent after we rewrite equation (36) as 

Sf = min[max(C -D,O),M] = max(C -D,O)-max[C -(D+M),O] (40) 

24 Readers familiar with Shimko's paper will note this formula diff~rs from his equation for the value 
of the insurance policy with a maximum indemnity limit shown on page 235. The difference arises as we 
define the maximum indemnity payment M to be the largest payment the insurance company will make to 
its policyholder. This interpretation of a policy limit is standard in the insurance literature. 
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Thus, the payout to the policyholder is truncated from above as the policyholder 
takes a short position in a second insurance policy with a deducible equal to (D + M), 
relieving the insurer from paying large losses. 

The model which Shimko develops has a number of interesting implications. First, 
consider the case when there is no deductible, i.e., D = O. In this is case, the cash 
flows needed to replicate the payoffs on the insurance contract are quite simple. When­
ever C > 0 at time zero, the insurer must purchase a risky perpetuity that continuously 
pays ,,-Cdt over the term of the contract and will be liquidated at policy termination. 
The fair value of this cash flow is 

(41) 

where 't is the term of the insurance policy and 0 is the risky discount rate. If there 
is no correlation between the claims arrival and/or the conditional claim amount 
processes and the market portfolio, the discount rate 0 will only be a function of the 
risk-free rate of interest and the expected growth rates of the claims arrival and amount 
processes, <x). and <XC. Thus, when there is no deductible and no market risk, there is 
no reward for underwriting risky liability payments. In addition, increases or decreases 
in the riskiness of the claims arrival and/or amount processes will have no effect 
on the fair value of the insurance policy. Only positive correlation between the loss 
processes and the market portfolio will be priced in the contract. Thus, In the absence 
of market risk, a risk premium based upon the volatility of the liability processes 
cannot be justified. 

When a positive deductible is introduced into the model, greater levels of vola til­
ity will increase the value of the insurance contract. When both a positive deductible 
and a policy limit are introduced, the effect of increasing volatility on the value of 
the insurance contract is ambiguous. On one hand, increasing levels of volatility will 
increase the value of the policyholder's long position in the first risky perpetuity 
in (41). However, the increased volatility also makes it more likely the policy limit 
will be reached, increasing the value of the short perpetuity in (41). Either effect can 
dominate. 

19.8 CONCLUSIONS 

This paper discusses the principal financial pricing models that have been devel­
oped for property-liability insurance and proposes some extensions. Insurance pricing 
models have been developed based on the capital asset pricing model, the intertem­
poral capital asset pricing model, arbitrage pricing theory, and options pricing theory. 
The models assume either that insurance policies are priced in accordance with 
principles of market equilibrium or minimally that arbitrage opportunities are avoided. 
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Additional research is needed to develop more realistic insurance pricing models. 
For example, most of the models assume that interest rates are non-stochastic even 
though insurers face significant interest rate risk. Modeling multiple-line firms with 
multi-period claim runoffs also poses challenging problems. With few exceptions, 
existing financial models do not price the risk of insolvency. Estimation problems, 
especially for betas and market risk premia, are a major problem given the existing 
insurance data. Option models and perpetuity models may offer solutions to some of 
these problems, since they rely on relatively few parameters and can be modified to 
incorporate stochastic interest rates. However, the options models often rely upon 
market completeness and no-arbitrage arguments which are difficult to justify for 
some insurance contracts. Additional research is needed on the pricing of insurance 
in incomplete markets. 

In addition to models now in existence, models based on multi-factor asset pricing 
theory (Fama and French 1993, 1996), martingale pricing (Duffie 1988), and lattice 
modeling (Boyle 1988) may provide promising avenues for future research. Modifica­
tions of the perfect information, perfect markets results for information asymmetries 
also will become increasingly important as the field continues to advance. Also, future 
work which incorporates frictions in capital markets (Froot and Stein 1998) may add 
additional insights into the behavior of prices in insurance markets. We also expect to 
see further advances in pricing models and concepts for CAT bonds and options as the 
market for these innovative products continues to develop. Finally, researchers have 
applied fuzzy set theory (FST) to financial pricing (e.g., Cummins and Derrig 1997, 
Young 1996). We did not explore this topic in the present paper because providing an 
explanation of fuzzy mathematics sufficient for readers to understand the application 
would require too much space. However, FST may be a promising approach to explore 
in future research because it provides a rigorous set of rules for incorporating vague or 
imprecise information (e.g., expert judgment, etc.) into insurance ratemaking. Thus, 
FST has the potential to add another dimension to the standard financial pricing tech­
niques, which implicitly assume a degree of precision in the information used in 
pricing that is rarely realized in practice. 
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20 Volatility and 

Underwriting Cycles 
Scott E. Harrington and Greg Niehaus 

University of South Carolina 

This paper describes and illustrates the main ideas and findings of research on the 
volatility and cyclical behavior of insurance prices relative to those predicted by a per­
fectly competitive market in long-run equilibrium. After presenting evidence that 
insurance market prices indeed follow a second order autoregressive process, we 
examine several lines of research that have tried to explain the cyclical behavior of 
insurance prices. Particular emphasis is given to the theoretical developments of and 
empirical results supporting capital shock models, which primarily explain periods of 
high insurance prices. We then summarize the idea that moral hazard and/or winners 
curse effects can explain periods of low insurance prices. Finally, the potential effects 
of regulation on insurance price volatility are summarized. 

Keywords: Capital shocks, msurance pricing, regulation, capital market 
imperfections, autoregressive processes. 
JEL Classification Numbers: G22, G 13, G31. 

20.1 INTRODUCTION 

Markets for many types of property-liability insurance have exhibited soft market 
periods, where prices and profitability are stable or falling and coverage is readily 
available to consumers, and subsequent hard market periods, where prices and profits 
increase abruptly and less coverage is available. The mid 1980s liability insurance 
crisis was the most recent severe hard market. The dramatic increases in business lia­
bility insurance premiums and reductions in the supply of coverage for some sectors 
received enormous attention in the media and by policymakers. The mid-1980s expe­
rience also spawned extensive research on this hard market episode and the general 
causes of fluctuations of price and availability of coverage in insurance markets. 
Subsequent large catastrophe losses in the late 1980s and early 1990s has fueled 
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additional interest and research on short run dynamics of reinsurance and primary 
market pricing following large losses. 

Conventional wisdom among many practitioners and other observers is that soft 
and hard markets occur in a regular cycle, commonly known as the underwriting cycle. 
Casual examination of aggregate US underwriting profitability over time, as measured 
by the combined ratio (see Figure 1), and of aggregate US premiums in relation to 
gross domestic product (a proxy for aggregate demand for insurance, see Figure 2) 
suggests material volatility with a cyclical pattern. 

This paper introduces the literature on underwriting cycles and volatility in insur­
ance prices and profits. I Our purpose is to describe and illustrate the main ideas and 
findings of research concerning the extent and causes of volatility and cycles. While 
most empirical research in this area focuses on the behavior of insurance prices, the 
underwriting cycle lore also relates to the quantity of coverage that is offered by insur­
ers. For example, in hard market periods, coverage may even be rationed for some 
types of insurance. Due to data availability problems, however, predictions about 
quantity adjustments generally are not tested. Consistent with the literature, our review 
focuses on pricing issues with appropriate mention of the predictions of certain 
models with respect to the quantity of coverage. 

I See Harrington and Danzon (2000) in this volume for additional discussion of the liability insurance 
crisis. 
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Figure 2 US Net Premiums Written and Gross Domestic Product: 1970-96 

Section 20.2 provides an overview of the major determinants of insurance prices 
in a perfectly competitive insurance market in long-run equilibrium. Section 20.3 
defines unexplained and possibly cyclical variation in prices and underwriting results 
compared to this benchmark. We then provide a synopsis of the evidence from simple 
time series models that indicates that underwriting results follow a second-order 
autoregressive process. We illustrate these findings using data on aggregate under­
writing profits for US property-liability insurance market during the period 1955-96. 
We also briefly discuss several comparatively recent studies that have investigated 
whether underwriting results have unit roots and are cointegrated with a number of 
macroeconomic factors. 

The growing body of theoretical and empirical work on the effects of shocks to 
capital on the supply of insurance is introduced in Section 2004. Section 20.5 provides 
an overview of research that focuses on the extent and causes of price reductions 
during soft markets. Section 20.6 considers regulatory influences on volatility and 
cycles. Section 20.7 concludes. 

20.2 THE PERFECT MARKETS MODEL 

Standard financial theory predicts that in long-run equilibrium competitively 
determined insurance premiums, commonly known as/air premiums, will equal risk-
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adjusted discounted values of expected cash outflows for claims, sales expenses, 
income taxes, and any other costs, including the tax and agency costs of capital (e.g., 
Myers and Cohn, 1986; or, for some bells and whistles, see Doherty and Garven, 
1986). We use the term perfect markets model to refer to this model, with the addi­
tional assumptions (see Cummins and Outreville, 1987, and Harrington and Danzon, 
1994) that (1) expectations are rational (optimal) forecasts conditional on information 
available when policies are sold, and that (2) insurer capital is sufficient to produce a 
negligible level of insolvency risk. 

Given this framework, volatility in insurance premiums, prices, and profit 

rates can be viewed as having two components: (I) volatility that can be explained by 
the perfect markets model, i.e., by changes in fair premiums, and (2) volatility 
that cannot be explained by changes in fair premiums. The perfect markets model 
also implies that the quantity of coverage sold will vary inversely with changes in fair 
premiums and directly with the demand for coverage, and that quantity will not be 
rationed. 

To make these notions more concrete, consider a highly stylized representation 
of the fair premium for a given policy or group of policies at the beginning of 
period t: 

(I) 

p{ is the fair premium. L{ is the rational (optimal) forecast (i.e., conditional 
expectation given all available information) of nominal (undiscounted) claim 
costs (including loss adjustment expenses) for insured events during the coverage 
period. The parameter 0, is the risk-adjusted discounted value of $1 of L{, which 
depends on riskless spot interest rates at time t for periods over which cash flows 
from the policy occur and any risk premia for systematic risk associated with claim 
costs. The parameter a, is the known loading for underwriting and administrative 
expenses paid at the beginning of the period, and 1t, is the fair pre-tax profit margin 
that is just sufficient to compensate shareholders for tax and agency costs of capital 
(and expected taxes on any underwriting profits), again assuming that the amount 
of capital invested is sufficient to produce a negligible probability of default by 
the insurer. 2 

Solving (I) for P{ gives: 

r ( )-1 f Pi =0, I-a, -1t, L, (2) 

The rational forecasts of the loss ratio (L{IP{) and combined ratio (loss ratio plus 
underwriting expense ratio) at the beginning of period t are therefore: 

2 Cummins and Phillips (2000) provides detailed discussion of insurance pricing models elsewhere in 
this volume. 
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(3) 

(4) 

Borrowing terminology from the literature on financial price volatility, expres­
sions (2)-(4) indicate that fair premiums, expected loss ratios, and expected combined 
ratios vary over time in relation to the fundamental determinants of prices. These fun­
damentals include predicted claim costs and underwriting expenses, riskless interest 

rates, any systematic risk of claim costs and associated market risk premia, and the 
tax and agency costs of holding capital to bond an insurer's promise to pay claims.3 

Expense and profit loadings and predicted claims payout patterns tend to vary slowly 
over time, and systematic (i.e., market) claim risk may be negligible for most types 
of insurance (see Cummins and Harrington, 1985). As a result, short-run variation in 
fair premiums will be caused largely by changes in predicted claim costs and inter­
est rates. Correspondingly, this model predicts that changes in interest rates will be 
the primary cause of short-run variation in underwriting profit margins. Over longer 
periods, changes in capital structure that alter 1t and changes in technology that alter 
ex will playa more material role according to this model. 

Not surprisingly, there is abundant evidence that changes in claim costs, which 
should be highly correlated with insurer forecasts when policies are priced, explain 
much of the time series variation in premiums.4 Examples include studies of premium 
growth in automobile insurance (e.g., Cummins and Tennyson, 1992), medical mal­
practice insurance (Danzon, 1985), and workers' compensation insurance (e.g., 
Danzon and Harrington, 1998).5 Also consistent with the perfect markets model, 
numerous studies have documented the predicted inverse relationship between inter­
est rates and loss ratios or combined ratios (Doherty and Kang, 1988; Fields and 

3 Capital shock models (discussed in Section 20.4) suggest that capital costs per unit might vary inversely 
with the total level of capital. Also, models incorporating default risk suggest that, all else equal, premi­
ums will vary directly with the total level of insurer capital. Sommer (1996) presents evidence that prices 
vary across insurers in relation to insolvency risk, which of course depends on the amount of capital held. 
Choi and Thistle (1997), however, find no long-run relationship between aggregate underwriting profit 
margins and the ratio of capital to assets. Also see Phillips. Cummins, and Allen (1998). 

4 Of course, it also is well known that differences in predicted claim costs across regions and risk 
classes explains much of the cross-sectional variability of premium rates within a given time period (see 
e.g., Harrington and Niehaus, 1998). 

5 Evidence indicates that a material proportion of the growth in premiums and availability problems in 
the 1980s was caused by growth in claim cost forecasts and uncertainty of future liability claim costs rather 
than by cyclical influences (Tort Policy Working Group, 1986, and Clarke, et al. 1988; Harrington, 1988; 
Harrington and Litan, 1988). Basic theory and numerous studies argue that increased uncertainty would 
be expected to lead to increases in prices needed to cover expected future costs including the cost of capital 
(e.g., Danzon, 1984; Doherty and Garven, 1986, Clarke, et aI., 1988; and Winter, 1988). Cummins and 
McDonald (1991) provide evidence of increased variance in liability insurance claim cost distributions 
during the early 1980s. Other research argues that increased uncertainty is likely to have increased adverse 
selection and that the introduction of claims-made coverage and the exclusion of pollution claims in basic 
liability coverage were efficient methods of separating low risk and high risk buyers (Priest, 1987; also see 
Trebilcock, 1987). See Harrington and Danzon (2000) in this volume for further discussion. 
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Venezian, 1989; Smith, 1989; Haley, 1993; Grace and Hotchkiss, 1995; Choi and 
Thistle, 1997; also see Harrington, 1988, and Harrington and Litan, 1988). Evidence 
also suggests that underwriting results vary in relation to changes in the estimated 
market price of risk, as is predicted if claim costs load on priced risk factors in the 
economy (see Cagle, 1992).6 In addition, premium levels appear to vary predictably 
in relation to changes in income tax treatment of insurers (see Bradford and Logue, 
1996). 

To be sure, even skeptics concede that fundamentals explain at least part of the 
variation in premiums; the key question is how much. Before turning to a discussion 
of evidence that is more difficult to reconcile with the model, we first provide a simple 
framework for understanding this evidence. 

20.3 UNEXPLAINED / PREDICTABLE VARIATION IN 
UNDERWRITING RESULTS 

Empirical Framework 
Given the perfect markets framework, unexplained premium volatility can be repre­
sented as variation of actual premiums around fair premiums. Letting Ur denote any 
component in premiums that cannot be explained by fundamentals in period t, the 
actual premium can be written as: 

pr=p{ + u" (5) 

where, as before, p{ is the rational forecast of costs (see equation 2). The perfect 
markets model implies that Ur should be serially uncorrelated and uncorrelated with 
any information available at the beginning of period t, including p{ and past profitabil­
ity. The variance of U also should be comparatively small. Under these conditions: 

Var(p') == Var(p'f) (6) 

The hypothesis that variation in premiums is fully explained by variation in fair 
premiums is surely false, given real world frictions. The interesting questions are 
whether premiums deviate materially from levels predicted by this model, and, if so, 
the causes of the deviations. Depending inter alia on the sign of any non-zero covari­
ance between Ur and current and lagged values of p{ and any other prior information, 
unexplained variation in premiums could either increase or decrease premium 
volatility. 

Measuring and testing for unexplained volatility presents several formidable chal-

6 Mei and Saunders (1994) provide evidence of predictable variation in risk premia for insurance 
stocks. 
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lenges. Perhaps most important, expectations and the "true" fair premium model and 
its parameters are unobservable to researchers. Like tests of market efficiency in 
financial markets, tests of the perfect markets model of insurance prices using 
premium data or data on loss ratios or combined ratios are necessarily tests of a joint 
hypothesis-that premiums are determined primarily by fundamentals and that the 
assumed model of fair premiums is correct. 

Because data on average premiums per exposure generally are not available to 
researchers, most empirical analyses of volatility in insurance markets use data on 
loss ratios or combined ratios to control for scale effects and abstract in part from 
the effects of changes in claim cost forecasts over time. These underwriting 
profit measures reflect realized claim costs that are reported by insurers, specifically, 
updated forecasts of incurred losses as of the time those losses are reported. Most 
studies have necessarily relied on "calendar-year" data in order to obtain enough 
time series observations for meaningful analysis. Calendar-year losses reflect loss 
forecasts for accidents during the given year and revisions in loss forecasts for prior 
years' accidents. 

To illustrate the implications of using reported losses (see Cummins and 
Outreville, 1987, and below for further discussion), the reported combined ratio (CR') 
can be written as the combined ratio predicted by the perfect market model (CR0 plus 
two error terms: 

CR; = CR{ + c, + <1>" (6) 

where 

The first error, c, is the difference between reported losses and the rational forecast 
of losses (L{) as a proportion of premiums. The second error, <1>, is the difference 
between the expected combined ratio using L{ and market-determined parameters, 
which we denote CR~, and CR{ (see equation 4V 

The perfect markets models predicts that <1>, is uncorrelated with prior informa­
tion and that Var(<I» is comparatively small. Note that large variation in the rational 
loss forecast error, c" clearly will produce large variation in reported combined 
ratios-even if the perfect market model holds. In addition, serial correlation between 
reported combined ratios (or loss ratios) and any other prior information could reflect 
accounting effects and reporting bias, such as managerial smoothing of reported losses 
(see Cummins and Outreville, 1987; also see Weiss, 1985, and Petroni, 1992). Serial 

7 For example, market prices could cause 1t (conditional on Lf) to differ from the value implied by the 
perfect markets model, which would cause CR';' to differ from CRr. 
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correlation in reported underwriting profit measures also might reflect adaptive but 
rational updating of loss forecasts, rather than unexplained variation in premiums. 

Time Series Evidence of Second-Order Autoregression in Underwriting Results 
As noted in the introduction, casual observation suggests that insurance premiums 
are not readily explained by the perfect markets model (e.g., see Figures I and 2). 
Moreover, numerous studies document empirical regularities in underwriting profit 
measures that are not easily reconciled with the model's predictions. In particular, 
like many economic time series, numerous studies document that property-liability 
insurance underwriting results follow a second-order autoregressive process.8 

This subsection briefly describes time series studies that for the most part do not 
attempt to explain the causes of second-order autoregression, in contrast to studies 
that test the predictions of alternative models, such as the capital shock model (see 
below). We note, however, that the distinction between these avenues of inquiry is not 
sharp, given that shock models predict correlation between current and past under­
writing results. Following this brief description, we provide illustrative evidence of 
second-order autoregression in underwriting margins and describe analyses that have 
considered whether underwriting profit measures have unit roots and are co integrated 
with interest rates and macroeconomic factors. 

Time series studies of underwriting results, like many analyses of the business 
cycle and of long-term predictability of returns on financial assets, are inherently 
limited by the comparatively small number of annual observations. In addition, the 
types of business sold and regulatory environment in the property-liability insurance 
industry have changed substantially during the latter half of this century, raising 
serious questions about the stability of the process generating underwriting profits and 
the efficacy of extending the time series backwards. While some quarterly data are 
available since the early 1970s (see Cummins and Harrington, 1985), these data may 
be of limited value in analyzing long-term predictability (see, for example, the general 
discussion by Enders, 1995; but also see Grace and Hotchkiss, 1995, who employ 
quarterly data). 

As a result of these problems, many studies of volatility in insurance underwrit­
ing results employ fairly crude models and statistical methods, especially studies that 
pre-date developments in modem time series methods. The focus of time series studies 
on levels or differences in underwriting profit measures, ignoring possible conditional 
heteroscedasticity, can be explained at least in part by these problems. The estimation 
of ARCH and GARCH models with annual data over several decades may be unlikely 
to provide material insight.9 When considering the following evidence, it is useful to 

8 Berger (1988) shows that if industry supply depends on surplus and current profits depend on lagged 
premiums and quantity. then premiums follow a second-order autoregressive process. 

9 Fung. et al. (1998) estimate ARCH/GARCH in mean models of changes in by line premiums for the 
period 1946-1989. 
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keep in perspective the date that particular studies were conducted and that weak data 
limit the potential returns from increased methodological sophistication. 

Consistent with traditional conjecture, several studies using data prior to the mid 
1980s provide statistical evidence that loss ratios and reported underwriting profit 
margins (e.g., one minus the combined ratio) exhibit second-order autoregression 
that implies a cyclical period of about six years (see Venezian, 1985; Cummins and 
Outreville, 1987; and Doherty and Kang, 1988).10 Statistical analysis also suggests 
cyclical underwriting results in a number of other countries (Cummins and Outreville, 
1987; Lamm-Tennant and Weiss, 1997; Chen, Wang, and Lee, 1999) and different 
turning points / cyclical periods for different lines of insurance (Venezian, 1985; Fields 
and Venezian, 1989; Lamm-Tennant and Weiss, 1997).11 

Studies also suggest that underwriting results remain cyclical after controlling for 
the expected effects of changes in interest rates (see Fields and Venezian, 1989, and 
Smith, 1989; also see Winter, 199Ia).12 These results imply that historical cycles in 
reported underwriting margins cannot simply be explained by the expected effect of 
changes in interest rates, i.e., that operating profits including investment income also 
are cyclical. Cagle (1993) presents some evidence of cyclical variation in underwrit­
ing results after controlling for variation in the estimated market price of risk (see, 
e.g., Ferson and Harvey, 1991). 

As suggested above, empirical regularities in reported underwriting results could 
largely or even exclusively be caused by financial reporting procedures and lags in 
price changes due to regulation. Cummins and Outreville (1987) provide a lucid dis­
cussion of this issue. They show conditions under which accounting and regulatory 
lags could generate a cycle in underwriting margins without either excessive price­
cutting during soft markets or sharp reductions in supply following reductions in 
surplus. 13 However, like other studies, their empirical analysis of underwriting profits 
cannot distinguish the extent to which correlation in profit measures over time is due 
to accounting issues and regulatory lags, as opposed to pricing that materially vio­
lates the perfect markets model. 

In addition, evidence suggests that underwriting expense ratios (ratios of under­
writing expenses to written premiums) have varied cyclically after controlling for 
trend and changes in interest rates (e.g., Ellis, 1988; Cagle, 1993). Cyclical variation 
in premiums would imply cyclical variation in expense ratios, provided that some 
expenses are fixed in the short run. As a result, this evidence suggests that pre-

[0 A few studies (e.g., Doherty and Kang, 1988; Grace and Hotchkiss, 1995) also use spectral analysis. 
II Higgins and Thistle (1997) provide evidence of structural shifts in underwriting returns. Cassidy, 

Hardigree, and Hogan (1996) present evidence of second order auto regression in health insurance under­
writing results. 

" Other studies analyze the effect of changes in interest rates on fair premiums for commercial 
liability insurance during the early and mid-1980s (see Harrington, 1988; also see Harrington and Litan, 
1988). 

L1 The authors note, however, that regulatory lag and financial reporting procedures are unlikely to 
explain large price fluctuations in the commercial liability insurance market in the mid-1980s. 
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dictability in reported underwriting results is not fully explained by accounting and 
reporting lags. 

Analogous to Cummins and Outreville, Doherty and Kang (1988) argue that cycli­
cal patterns in underwriting results reflect slow but presumably rational adjustment of 
premiums to changes in expected claim costs and interest rates. Their empirical work, 
however, does not clearly distinguish this hypothesis from the alternative of material 
deviations from the perfect markets model due, for example, to possible suboptimal 
forecasting. 14 

Illustrative Evidence 
Table 1 presents estimates of second-order autoregressive models of aggregate com­
bined ratios for the U.S. property-liability insurance industry using data for the period 
1955-96 and for consecutive (over-lapping) 25-year subperiods during this time. 
Results are shown for two equations each period. The first equation includes a time 
trend (TIME); the second includes a time trend and the average yield on 5-year (con­
stant maturity) U.S. Treasury Bonds during the year (YIELD; also see Figure 1).15 

Like earlier studies, the results generally suggest that combined ratios follow a 
second-order autoregressive process that is consistent with a cycle. The estimated 
period of the cycle (see Venezian, 1985) is 6.2 years for 1955-1979 and ranges from 
7.1 to 9.6 years for the later and longer subperiods. There is no obvious trend in the 
estimated cyclical period over time. As predicted by the perfect markets model, the 
coefficient on YIELD is positive and significant for the last 25-year subperiod 
(1970-94) and for the 40 and 42-year subperiods. The low t-values for the coefficients 
on YIELD for the earlier 25-year subperiods could reflect inability of the data to dis­
tinguish the effects of YIELD and TIME. 16 

Using data for 1972-96 (the most recent 25-year period with available data), 
Table 2 presents estimates of second-order autoregressive models of (1) the combined 

14 The causes of lags in adjustment are not explored in this work. Also see Tennyson (1993). 
15 Augmented Dickey-Fuller tests (see Enders, 1995) including intercept and trend generally reject the 

null hypothesis of a unit root for both the combined ratio and interest rate series (as well as the gross margin 
and the ratio of net premiums written to GDp, see below), and suggest that the series were trend station­
ary during these periods. Box-Pierce and Box-Ljung statistics generally indicate that the residuals in the 
models reported in Tables 1 and 3 are white noise (two lags were included). Qualitatively similar results 
were obtained using yields on I-year treasuries. Unit root tests suggested that longer-term bond yields were 
non-stationary. We included a dummy variable for 1992 in the combined ratio models that included this 
year to control for the effects of Hurricane Andrew on the loss ratio. The implications are not sensitive to 
the inclusion of this dummy. We emphasize, however, that our purpose is illustrative. Apart from these and 
a few other robustness checks, we have not investigated the sensitivity of the results of alternative 
specifications, such as alternative lag structures and the use of first differences. Also see our discussion 
below of studies that fail to reject the null hypothesis of a unit root (presumably without including a trend 
variable in the testing equation) and then consider whether underwriting margins are cointegrated with 
other variables. 

16 When TIME is omitted, the coefficient on YIELD becomes significant in the earlier subperiods. 
However, the evidence that the series are trend stationary makes interpretation of the models without a 
trend problematic. Similar results to those reported are obtained when YIELD is interacted with a proxy 
for the length of the claims tail (i.e., the "funds generation coefficient," calculated as the predicted value 
of a linear trend model of the ratio of loss and unearned premium reserves to earned premiums). 
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Table 1 
Estimates of Second-Order Autoregressive Models of Industry Combined Ratio 

CRt = ~o + ~ICRt-l + ~2CRt-2 + ~3TIMEt + ~4YIELDt + Vt 

Sample Constant CRH CR,_2 TIME, YIELD, Adj. R2 Period 

1955-79 84.18 0.94 -0.80 0.12 0.71 6.2 
(7.27) (7.37) (6.23) (2.48) 
83.75 0.94 -0.79 0.11 0.05 0.70 6.2 
(6.50) (7.12) (5.58) (0.69) (0.09) 

1960-84 39.16 1.30 -0.71 0.17 0.77 9.2 
(2.34) (6.80) (3.31 ) (2.08) 
34.55 1.21 -0.58 -0.05 0.58 0.77 9.6 
(2.05) (6.02) (2.53) (0.28) (1.27) 

1965-89 52.84 1.16 -0.71 0.29 0.82 7.8 
(4.51) (7.53) (4.57) (3.29) 
46.53 1.09 -0.59 0.19 0.33 0.82 8.1 
(3.46) (6.35) (2.97) (1.44) (0.96) 

1970-94 59.33 0.86 -0.46 0.29 0.69 7.1 
(3.44) (4.62) (2.41 ) (2.04) 
44.78 0.73 -0.26 0.22 0.90 0.79 8.2 
(3.04) (4.70) (1.56) (1.87) (3.33) 

1955-94 54.19 0.88 -0.44 0.17 0.76 7.4 
(4.53) (6.28) (3.11 ) (2.78) 
44.28 0.84 -0.32 0.04 0.54 0.79 8.7 
(3.71) (6.34) (2.22) (0.55) (2.41 ) 

1955-96 51.62 0.89 -0.42 0.14 0.75 7.7 
(4.45) (6.46) (3.04) (2.57) 
44.53 0.84 -0.31 0.05 0.54 0.79 8.7 
(4.02) (6.50) (2.32) (0.72) (2.77) 

Note: Dependent variable is CR, = loss ratio (adjusted for dividends) plus expense ratio (in percent). TIME, 
= time trend. YIELD, = average percentage yield on 5-year treasury bonds. Period is estimated period of 
cycle (in years). Absolute t-ratios in parentheses below coefficient estimates. 1970-94, 1955-94, and 
1955-96 sample periods include a dummy variable for 1992 (Hurricane Andrew). Sources: Best's Aggre-
gates & Averages, Property-Casualty, United States, 1997 (A.M. Best Company) and Federal Reserve Bank 
of St. Louis FRED data system. 

ratio, (2) the gross underwriting margin, defined as 100 percent minus the percentage 

underwriting expense ratio, and (3) the ratio of net premiums written to GDP (see 
also Figure 2). The gross margin measures the margin available in premiums to fund 

predicted claim, tax, and agency costs, and it will reflect any economic profit (or loss). 
Because neither the gross margin nor the ratio of net premiums written to GDP reflect 
reported claim costs, any cycle in or interest rate sensitivity of these variables cannot 

be attributed to bias or lags associated with loss reporting. 
Consistent with previous analyses of expense ratios (Cagle, 1993; also see Gron, 

1994a), the estimates of the gross margin equations provide strong evidence of 

second-order autoregression. Results for the ratio of net premiums written to GDP 
also indicate second-order autoregression. The coefficient on YIELD is not 
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Table 2 
Estimates of Second-Order Autoregressive Models of Industry Combined Ratio, 
Gross Margin, and Ratio of Net Premiums Written to Gross Domestic Product 

Yt= ~o + ~lYt-l + ~2YH + ~3TIMEt + ~4YIELDt + Vt 

Y, Constant Y'-I Y,-2 TIME, YJELD, Adj. R2 Period 

CR, = LR, + ER, 50.62 0.88 -0.37 0.12 0.64 8.2 
(3.02) (4.78) ( 1.96) (0.90) 
42.39 0.73 -0.23 0.17 0.90 0.76 9.1 
(3.07) (4.73) ( 1.42) (1.53 ) (3.39) 

GM, = 100 - ER, 35.49 1.25 -0.74 0.29 0.79 8.3 
(4.38) (8.45) (4.99) (2.03 ) 
35.47 1.25 -0.74 0.03 0.00 0.78 8.3 
(4.27) (7.55) (4.47) (1.94 ) (0.04) 

NPW,IGDP, 0.28 1.27 -0.71 0.01 0.94 8.8 
(3.79) (8.0\ ) (4.37) (3.17) 

0.30 1.23 -0.67 0.01 -0.00 0.94 8.7 
(3.82) (7.42) (3.99) (3.08) (0.88) 

Note: CR, = combined ratio (in percent), LR, = loss ratio (adjusted for dividends), ER, = expense ratio, 
GM,= gross margin, NPW,IGDP, = net premiums written divided by gross domestic product (in percent). 
TIME, = time trend. YIELD, = average percentage yield on 5-year treasury bonds. Period is estimated period 
of cycle (in years). Absolute t-ratios in parentheses below coefficient estimates. Combined ratio model 
includes a dummy variable for 1992 (Hurricane Andrew). Sources: Bests Aggregates & Averages. 
Property-Casualty, United States, 1997 (A.M. Best Company), Federal Reserve Bank of St. Louis FRED 
data system, and Statistical Abstract of the United States. 

significantly negative for either series, in contrast to the prediction of the perfect 
markets model. '7 These results also contrast with those for the combined ratio, where 
the coefficient on YIELD is positive and significant as predicted (recall that the com­
bined ratio is an inverse profitability measure). A possible negative relationship 
between GDP growth and interest rates might obscure the predicted negative effect 
of interest rates on net premiums written. However, this possibility cannot explain the 
lack of a relationship between the gross margin and YIELD. Of course, it is not clear 
which, if any, of these results are spurious (e.g., the strong interest rate sensitivity of 
the combined ratio, which reflects reported losses, or the lack of interest rate sensi­
tivity of the gross margin and ratio of net premiums written to gross national product, 
which do not). 

What can be made of these results and those of similar studies? Persons pre­
disposed towards the perfect markets model might argue that the generally strong 
evidence of second-order autoregression and the fragile relationship with interest rates 
could reflect the small sample period, aggregations bias, structural instability due, for 
example, to changes in regulation, possible omitted variable or data snooping bias, 

17 When the time trend is omitted, the coefficients are negative but with absolute t-ratios less than one. 
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and so on. Variation in the estimates for different models and subperiods suggests 
some fragility in the results. Even so, absent specific details on the causes of any bias, 
the evidence of second-order autoregression in all three series must be considered 
anomalous from the perspective of the perfect markets model. This result is by and 
large consistent with the decades old story about periodic hard and soft markets. 
Because there is no reason to expect that shocks are predictable, the evidence of 
second-order autoregression in combined ratios or the other variables also is not 
readily explained by shock models. 18 

Unit Roots and Cointegration 
Several comparatively recent time series studies have considered the short and long­
run relation between underwriting margins, interest rates, and other macroeconomic 
variables using cointegration analysis and error correction models. Each of these 
studies fails to reject the hypothesis of a unit root in underwriting margins and the 
other series examined, presumably without allowing for trend in the underlying series 
(as we did). They then assume that the series are difference stationary. 19 Haley (1993) 
presents evidence that underwriting profit margins and interest rates are negatively 
related and cointegrated. He also provides evidence of a short-run relation between 
interest rates and underwriting margins using error correction models.20 Grace and 
Hotchkiss (1995) provide evidence of co integration between quarterly combined 
ratios and short-term interest rates, the consumer price index, and real GDP. Choi and 
Thistle (1997) provide evidence that underwriting profit margins are cointegrated with 
annual Treasury bond yields but not with the ratio of capital to assets. 

20.4 CAPITAL SHOCKS AND CAPACITY CONSTRAINTS 

Common aspects of capital shock models of underwriting cycles are that (I) indus­
try supply depends on the amount of insurer capital and (2) that industry supply is 
upward sloping in the short run because the stock of capital is costly to increase due 
to the costs of raising new capital.2I These features imply that shocks to capital (e.g., 
catastrophes or unexpected changes in liability claim costs) affect the price and 

18 Winter's model (see below), for example, implies first-order autoregression, although he suggests that 
overlapping policy periods might explain second-order autoregression within the context of his model. 

19 Note that our augmented Dickey-Fuller tests that include and intercept and trend (trend was 
significant) might cast doubt on the assumption that the series have a unit root and are difference station­
ary. Fung et al. (1998) estimate a VAR model of by line premiums in differences after finding, perhaps not 
surprisingly, that premiums in levels are non-stationary. 

20 Subsequent analysis of by-line underwriting results (Haley, 1995) suggests cointegration between 
underwriting margins (weighted by the proportion of total premiums represented by the line each year) and 
interest rates for some but not all lines. 

21 All of the capital shock models are built on the assumption that external capital is costlier than inter­
nal capital. This notion is usually justified using the logic of Myers and Majluf (1984) where managers are 
better informed than investors and that transaction costs make raising new capital costly. 
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Figure 3 Industry Supply with Capital Shocks 

quantity of insurance supplied in the short run.22 Holding industry demand fixed, a 
backward shift in supply due to a capital shock causes price to increase and quantity 
to decrease, which roughly describes the hard phase of the cycle. The soft phase­
low prices and high availability-either is not addressed by these models or is 
explained by periods of excess capital that is not paid out to shareholders because of 
capital exit costs. After providing an overview of the capital shock models, the empir­
ical evidence is summarized. 

The Basic Story 
The main theoretical contributions to the literature on the relationship between cycles 
and insurer capital are Winter (1988, 1991, 1994), Gron (1994a), Cummins and 
Danzon (1997), Cagle and Harrington (1995), and Doherty and Garven (1995). While 
the assumptions and specific objectives of these papers differ on some dimensions, 
the main message is similar: shocks to capital can cause price increases and quantity 
reductions consistent with a hard market. 

To illustrate the basic story, we focus on the determination of three endogenous 
variables in a competitive market: price, quantity, and insurer capital. Figure 3 
illustrates the key ideas for a representative insurer. The horizontal axis measures 
quantity of coverage as the total value of its expected claim costs. The vertical axis 
measures the price of coverage as the difference between the premium and the 

22 Similar effects are highlighted in recent macro-finance literature. See, for example, Greenwald and 
Stiglitz (1993), Bernake and Lown (1991), and Prowse (1997). 
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expected claim cost per unit of coverage. The price of coverage therefore is the 
premium loading per dollar of expected claim costs, i.e., the excess amount paid for 
each dollar of expected claim costs. For simplicity, we ignore the time value of money 
and administrative costs (underwriting and claims-processing costs). Given the latter 
assumption, the only input into production of insurance is financial capital. 

All capital shock models incorporate the idea that insolvency risk depends on the 
amount of insurer capital because of uncertainty in claim costs (due to correlation 
across policyholders) or uncertainty in investment returns (due for example to uncer­
tainty in interest rates). Although not all models consider the issue, we assume that 
in the long run insurers choose an optimal amount of capital, which equates the mar­
ginal costs and benefits of capital.23 By reducing insolvency risk, additional capital 
benefits insurers by (1) increasing the demand for coverage by consumers who are 
averse to insolvency risk (Cummins and Danzon, 1997), and/or (2) reducing the like­
lihood that insurers lose franchise value (Cagle and Harrington, 1995; also see Pauly, 
1984; and Munch and Smallwood, 1982).24 The costs of insurer capital include double 
taxation of investment returns on capital and agency costs (Winter, 1994; Cagle and 
Harrington, 1995).25 The cost per dollar of capital equals s. The long-run cost of sup­
plying coverage therefore equals the total capital cost per-unit of coverage.26 Instead 
of modeling insurer choice of capital based on costs and benefits, some models simply 
assume that insurer capital must satisfy a regulatory constraint on the probability of 
bankruptcy (Gron, 1994a and b, and Winter, 1994). 

Assuming that the optimal level of capital is a fixed proportion of output, the 
long-run supply curve is perfectly elastic at the cost per unit of coverage of the optimal 
long run level of insurer capital (see Figure 3). Exogenously imposing a downward 
sloping demand curve in Figure 3, the long run equilibrium corresponds to an output 
level equal to Q!R, a level of insurer capital of K!R' and a price (premium loading per 
unit of coverage) equal to the capital costs per unit of coverage, SK!RIQ!R' 

In the capital shock models, short run equilibrium differs from the long run equi­
librium because capital adjustment costs cause capital to be a fixed (or at least sticky) 
factor of production in the short run. Consequently, the short run supply curve is 
upward sloping. To illustrate, suppose that the representative insurer finds itself 
with capital equal to the long run optimum, K!R' in Figure 3, which corresponds to a 
long-run output level of Q!R, and that capital cannot be adjusted. In order to induce 

2J While the optimal amount of capital per unit of coverage is likely to decline with the number of units 
of coverage over some range given the greater diversification of claim costs that can be achieved by writing 
additional coverage, for simplicity, it is common to assume that demand for coverage (at any price) greatly 
exceeds the point at which such economies of scale are material. 

24 These benefits of holding capital hold over multiple periods, although most models analyze a single 
period. Thus, to the extent that capital protects insurer franchise value against future shocks or increases 
consumer demand following future shocks, insurers have greater incentives to hold capital. 

25 As discussed below, the cost of new capital in Cummins and Danzon (1997) is that it bails out old 
claimants without increasing the premiums paid by these claimants. 

26 The costs of holding capital should be distinguished from the cost of adjusting capital, which are 
central to short-run analyses of prices and quantities. 
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the insurer to supply output beyond the long-run equilibrium, the price of coverage 
would have to increase above the long-run equilibrium price. If insurers increased 
output and kept price equal to the long-run equilibrium price, then insolvency risk 
would increase above the optimum level, which would imply a higher cost of selling 
coverage (e.g., there would be an increased likelihood that the insurer would lose part 
of its franchise value). Thus, there is an additional cost of increasing output beyond 
Q!R' holding capital fixed at K!R' Greater increases beyond Q!R imply greater increases 
in costs. Thus, the short-run supply curve is upward sloping. 

The location of the short-run supply curve depends on the amount of insurer 
capital. If insurer capital were depleted below the long-run equilibrium, then the short 
run supply curve would be upward sloping starting below Q!R' Figure 3 illustrates the 
case where capital is depleted to the point where the insurer's capital corresponds to 
a long run equilibrium output level of Q'. 

This framework can now be used to motivate how hard markets could develop. A 
shock to capital in the form of unexpected claim payments on existing policies or a 
reduction in the value of assets would deplete insurers' capital and shift back the short 
run supply curve. Holding demand constant, the short run equilibrium price would 
increase and the short run equilibrium quantity of coverage would decrease, thus pro­
ducing the hard phase of the cycle. 

The higher prices and lower quantities then help to replenish insurer capital and 
gradually the supply curve shifts back, which lowers price and increases quantity. 
Insurers also could replenish capital by issuing new debt and equity securities, but 
raising new capital is costly because of issuance costs and potential underpricing 
costs. Thus, the short run supply curve is "bounded" by these costs. That is, if price 
rose sufficiently above the long run equilibrium price, insurers would likely raise new 
capital, which would shift out the supply curve and cause prices to fall and quantities 
to increase. Insurers therefore would be more likely to raise new capital following 
large negative shocks to capital. 

Although most models focus on negative shocks to capital (an exception is 
Doherty and Garven, 1995), it is useful to consider whether positive shocks to capital 
can explain the soft phase of the underwriting cycle (prices below long run equilib­
rium prices).27 Just as there are costs of raising new capital there also are costs of 
paying out capital (see e.g., Winter, 1994). Insurers can dispose of excess capital by 
increasing dividends or stock repurchases. Dividend payments, however, can impose 
tax costs on owners and stock repurchases involve transaction costs. To the extent that 
these costs induce insurers to hold excess capital, the price of coverage can fall below 
long run equilibrium levels. Selling policies for less than the long run equilibrium 
price could be less costly than either paying out the capital or having it less than fully 
utilized in supporting additional output. 

27 Some authors suggest that capital is gradually restored following negative shocks that cause a hard 
market, and that prices eventually fall to long-run equilibrium values until another negative capital shock 
occurs. Accordingly, the soft phase of the underwriting cycle is characterized by prices equal to long-run 
equilibrium values not by prices below long-run equilibrium values (see e.g., Gron I 994a,b). 
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In summary, the main predictions from these models are (I) insurance prices are 
negatively related to insurer capital, (2) the quantity of coverage falls following neg­
ative shocks to capital, but coverage is not rationed, and (3) capital infusions (payouts) 
take place during periods of high (low) insurance prices. 

Discussion of Specific Models 

Industry Models. Although the insurance cycle is a dynamic phenomenon, most of 
the capital shock papers employ static models like the one outlined above. The 
dynamic aspects of the market are then explained by periodic exogenous shocks. An 
exception is Winter (1994), which models the dynamics of the insurance market in a 
discrete time equilibrium model. The evolution of insurer capital is explicitly modeled 
and insurers optimally choose to add or dispose of capital each period, as well as the 
quantity of coverage to offer.28 Unlike most other papers, Winter explicitly models the 
capital adjustment costs (the costs of adding and distributing capital). However, he 
does not model the optimal level of capital based on the costs and benefits of holding 
capital. Instead, insurers must hold an amount of costly capital that satisfies the con­
straint that the probability of insolvency is zero. This constraint, along with the capital 
adjustment costs, gives rise to an upward sloping short run supply curve. That is, in 
order for insurers to increase supply beyond the point where existing capital ensures 
a zero probability of insolvency, price must increase so that the additional revenue 
from the higher price satisfies the insolvency constraint. 

In addition to showing that insurance prices vary inversely with insurer capital 
and that new additions of capital occur during hard markets, Winter's model also 
implies that market-to-book ratios are a declining function of insurer capital. Intu­
itively, as capital becomes scarce, its value within the insurer increases. This suggests 
that stock market reactions to unexpected losses are less than dollar-for-dollar. 29 

Cagle and Harrington (1995) examine the extent to which the cost of a capital 
shock may be passed on to consumers in the form of higher prices. In their model, 

28 Relatively little work has been done on dynamic capital structure models in the general finance liter­
ature. Fischer. Heinkel. and Zechner (1989) develop a dynamic model of capital structure incorporating 
adjustment costs. However, unlike the insurance capital shock models, firms' investment decisions are held 
constant. As in Winter (1994), firms wait to adjust their leverage ratio until it reaches a critical low and 
high level. They derive and test predictions about how the optimal leverage ratio range varies with para­
meters measuring bankruptcy cost, tax shields from debt, and risk of the firm's underlying assets. See Mauer 
and Triantis (1994), Kumar (1998), Goldstein, Ju, and Leland (1998) for other dynamic models of capital 
structure. 

29 As noted earlier, Winter's model predicts a first order process for prices, not a second order process. 
He suggests, however, that a higher order process would result from the model if the assumption of single 
period contracts were replaced with the more realistic assumption of overlapping contracts. Winter (1991 b) 
extends the basic capital shock story by examining the effect of regulation that restricts an insurer's premium 
to surplus ratio to be below a certain level. This regulatory constraint can further exacerbate the reduction 
in short-run supply following a capital shock if demand is inelastic. Intuitively, as prices rise in response 
to the capital shock, inelastic demand implies that premium revenue will increase, which in combination 
with the reduction in capital causes more insurers to bump up against the regulatory constraint, which in 
turn causes supply to shift back even more. This story is clever, although there is little evidence that implicit 
or explicit regulatory constraints in practice are binding for many insurers during hard markets. 
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insurers choose an optimal level of capital based on the cost of holding capital and 
the benefits of protecting franchise value. They derive comparative statics for the 
upper bound effect on price of a shock to capital, assuming that demand is perfectly 
inelastic and that additional capital cannot be raised. In this best case scenario (for 
insurers), they show that the entire cost of the shock is not passed on to policyhold­
ers. Intuitively, the supply curve is not sufficiently responsive to a decrease in capital 
to cause prices to increase sufficiently to offset completely the capital shock. The 
reason for this is that higher prices help to replenish capital, which dampens the effect 
of the capital shock on supply. 

Firm Level Models. The basic idea of the industry level models has also been devel­
oped in models of individual insurers. These models do not assume a perfectly com­
petitive market and thus prices can vary across insurers. In addition to the implication 
that insurance prices rise in response to industry-wide capital shocks, firm level 
models provide predictions about firm-specific shocks and cross-sectional predictions 
about industry-wide shocks. 

Doherty and Garven (1995) consider the effects of interest rate changes in the 
context of capital shock models. A change in interest rates can influence capital by 
changing the value of insurer assets and liabilities. Depending on whether the dura­
tion of assets exceeds the duration of liabilities and the sign of the interest rate change, 
interest rate changes influence the value of an insurer's capital and thus can cause 
short-run effects similar to those outlined above. In addition, the level of interest rates 
influences the long-run equilibrium price of coverage-higher interest rates cause the 
fair premium to decline, all else equal. Thus, they predict that interest rate changes 
will cause firm-specific capital shocks, as well as alter the long run equilibrium price 
of insurance. They therefore predict that there will be cross-sectional differences in 
insurers' price response to interest rate changes, depending on the insurer's exposure 
to interest rate risk (surplus duration) and its costs of raising capital (mutual versus 
stock). 

Cummins and Danzon (1997) also consider firm specific effects of shocks. They 
consider an insurer that enters a period with existing liabilities and a stock of capital. 
The insurer chooses the amount of new capital to raise and the price for new policies. 
Demand for coverage depends both on price and quality (insolvency risk). The benefit 
of additional capital is an increase in consumer demand for new policies, but the cost 
of additional capital is that the old policyholders (existing liabilities) have less insol­
vency risk, but pay no additional premiums. In essence, capital infusions can bailout 
old claimants (also see Myers, 1977). Thus, unlike other models that either impose 
explicit capital adjustment costs (Winter, 1994) or assume capital is fixed in the short 
run (Gron, 1994a, and Cagle and Harrington, 1995), Cummins and Danzon impose a 
specific capital market imperfection (or product market imperfection, depending on 
the semantics you prefer) by assuming contracts with old policyholders cannot be 
adjusted to reflect changes in default risk. 
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Another important aspect of Cummins and Danzon's analysis is the explicit mod­
eling of the response of demand to insolvency risk. 3D If price is measured as the 
premium per policy or per dollar of expected promised claim costs, as opposed to per 
dollar of expected claim costs (where the expectation incorporates default risk), then 
price would be expected to move inversely with insolvency risk, all else equal. The 
analogy to risky debt is helpful-as default risk increases, a bond's price would be 
expected to fall, holding the promised payment constant. Consequently, in response 
to a capital shock that increased insolvency risk, price could very well fall. In part 
because of this effect, Cummins and Danzon's model does not provide an unambigu­
ous prediction concerning the effect of a shock on price. Similarly, their model does 
not provide an unambiguous prediction concerning the response of capital to a nega­
tive shock. In their model, insurers face a trade-off with respect to raising additional 
capital. Additional capital will transfer wealth to old policyholders, but will also 
increase demand by new policyholders. 

Although not specific to insurers, Froot and Stein (1998) present a model that 
provides some interesting predictions about the effect of capital shocks to insurers. In 
their model, firms are faced with the possibility of a shock that will deplete internal 
funds. Due to the costs of raising external capital, the realization of the shock 
will cause the firm to pass up profitable investment opportunities (also see Froot, 
Scharfstein, and Stein, 1993). The firm can manage this risk by (1) holding capital 
ex ante, which is costly due to tax and agency costs, (2) engaging in costly hedging 
(reinsurance) transactions, and (3) adjusting their exposure through their investment 
policies. Their model implies that insurer pricing depends on their capital. Conse­
quently, capital shocks should affect pricing across lines of business, regardless of the 
source of the shock.3! 

Empirical Evidence on Capital Shock Models 
The capital shock models have motivated considerable empirical research. The most 
important prediction of most of these models is that insurance prices are negatively 
related to insurer capital. As discussed earlier, a problem encountered by empiricists 
is that the ex ante price of insurance is not observable because expected losses are 
unobservable. Thus, most studies examining the relation between price and capital use 
some variant of premiums relative to realized losses as a measure of price.32 Table 3 
summarizes some of the empirical evidence on the capital shock models. In the 
following pages, we provide some additional detail of selected papers listed in Table 
3 to provide an overview of how the capital shock models have been tested. 

30 As noted earlier, Winter (1994) avoids this issue by imposing a zero probability of insolvency 
constraint, and Gron (1994a) assumes that there is regulatory constraint on the probability of insolvency. 
Cagle and Harrington (1995) consider demand responses to capital shocks and show that such responses 
diminish the ability of insurers to recoup losses from price increases following capital shocks. 

JI Also see the model and discussion in Gron and Winton, 1999. 
32 A number of studies (e.g., Shelor, Anderson, and Cross, 1992; Anghazo and Narayanan, 1996) analyze 

insurer stock price responses to large unexpected claim costs. In principal, analysis of stock returns around 
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Table 3 
Evidence on Capital Shock Models 

Study Data 

Industry Aggregate Time Series Studies 
Winter (1994) '48-'88 

Gron (1994a) '49-'90 

Niehaus and Terry '46-'88 
(1993) 

Choi and Thistle '26-'93 
(1997) 

Higgins and Thistle '34-'93 
(1997) 

Insurer Panel Data 
Cummins and '80-'88 

Danzon (1997) 
Doherty and Garven '76-'88 

(1995) 

Guo and Winter '90-'95 
(1997) 

Aggregate Line-Specific Data 
Froot and O'Connell catastrophe 

( 1997) reinsurance 
Yuengert (1991) Six lines, 

Gron (I 994b ) 
'84-'89 

Four lines, 
'52-'86 

Froot and O'Connell catastrophe 
(1996) reinsurance 

Other Evidence 
Gron and Lucas 

(1994) 

Gron (I995b) 

Insurer 
financing 
decisions 
'70-'93 

Agent 
commissions 
'55-'85 

Main Results 

Difference between premiums and prediction of the 
present value of future losses is negatively related 
to insurer capital 

Changes in premiums minus underwriting expenses 
(the "price payment margin" or PPM) are 
negatively related to lagged capital. 

Negative capital shocks influence PPM more than 
positive capital shocks. 

Capital growth is positively related to 
contemporaneous PPM. 

Premiums are related to lagged capital 

Surplus is not a determinant of profits in the short 
run or long run 

Underwriting profits follow an AR(1) process when 
capital is high and AR(2) process when capital is 
low 

Capital flows are positively related to price changes 
and loss shocks 

Sensitivity of insurer underwriting returns to interest 
rates (speed of adjustment) is negatively related to 
surplus duration (capital shock from the interest 
rate change) 

Ratio of capital to premiums is positively related to 
past profitability 

Prices increase following capital shocks even for 
catastrophes and regions not affected by the shock 

Prices are positively related to capital and negatively 
deviations of capital from its average level 

Underwriting profits are negatively related to capital 
for auto physical damage, homeowners, auto 
liability, but not other liability 

Low estimates for the price elasticity of supply 

Payout ratios fall following shocks; equity issues 
increase following shocks, but most additional 
capital is small relative to size of capital shocks 

Commission rates decline during hard markets 
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Aggregate Time Series Studies. Winter ( 1994) calculates an "economic loss ratio" 
for year t as the present value of an estimate of actual future claims arising from poli­
cies sold in year t divided by premiums in year t. The economic loss ratio is regressed 
on the lagged values of insurer capital relative to its previous five-year average and 
interest rates. Consistent with the prediction of the capital shock models that higher 
prices (lower expected loss ratios) occur when capital is low, the coefficients on the 
lagged capital variables are positive and statistically significant in most of his 
specifications.33 

Gron (1994a) uses both the difference between premiums and underwriting 
expenses and the ratio of premiums to underwriting expenses as dependent variables. 
To control for the present value of claim costs, she includes variables for the expected 
inflation rate and interest rates. GNP is used to control for demand. Consistent with 
capital shock models, the results indicate that changes in the margin between premi­
ums and underwriting expenses are negatively related to lagged values of capital rel­
ative to its long-run equilibrium value, where the latter variable is measured as capital 
relative its 5-year average, 3-year average, or GNP. 

Aggregate Line Specific Studies. Gron (I 994b) examines aggregate time series data 
for four lines of business: auto physical damage, auto liability, homeowners' multiple 
peril, and other liability. Unlike her time-series study of aggregate industry data 
(1994a), she examines the determinants of the underwriting profit margin, defined as 
earned premiums minus incurred losses, divided by earned premiums. After control­
ling for expected inflation, unexpected inflation, changes in expected inflation, and 
changes in discount rates, she finds that deviations of relative capacity (surplus to 
GNP) from its normal level are negatively related to underwriting profits in all four 
lines, which is consistent with the notion that prices increase when capacity (insurer 
capital) is reduced. 

Panel Data Studies. The model developed by Cummins and Danzon (1997) empha­
sizes that price and capital are jointly determined. They therefore estimate a two­
equation system using insurer level data, where price depends on lagged capital (as a 
measure of financial quality) and additions to capital depend on the change in price. 
Their results indicate that insurers with more capital charge higher prices, which is 
consistent with the risky debt notion of insurance policies. In addition, they find that 
price is inversely related to deviations of capital from normal levels, which lends 
support to the capital shock models. The capital equation results support the notion 

sudden events could provide evidence of capacity effects on prices if the stock price response could be 
compared to the direct losses from the shock. Because the full magnitude of losses becomes known slowly 
over time, it is difficult, however, to construct a powerful test. Any changes in demand or price regulation 
due to the shock could also confound the results. 

33 During the 1980s, however, the correlation between domestic insurer capital and the economic loss 
ratio was negative. Winter argues that the 1980s can be explained in part by the omission of reinsurance 
capacity from the capital variables. 
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that insurers have an optimal capital structure and that capital is more likely to be 
raised following an increase in price. 

Doherty and Garven (1995) use panel data to estimate the sensitivity of insurer 
underwriting returns to interest rate changes. They then regress these sensitivity mea­
sures on measures of surplus duration and proxies for the cost of raising capital (e.g., 
privately-owned and mutual companies are assumed to have higher costs of raising 
capital). They find that the interest rate sensitivity coefficient from the first pass regres­
sion is negatively related to surplus duration. This finding suggests that if interest rates 
increase, thus causing the long-run equilibrium underwriting return to decrease, 
insurers with a high surplus duration and therefore a large decrease in capital 
from the interest rate increase will adjust less rapidly to the lower equilibrium price. 
Thus, capital shocks caused by interest rate fluctuations influence price adjustment. 
They also find that privately-owned insurers adjust more slowly to interest rate 
changes, which is consistent with these insurers having greater capital adjustment 
costs. 

Froot and O'Connell (1997) test the extent to which shocks in one insurance 
market influence pricing in other markets. In particular, they present evidence that 
catastrophe reinsurance prices changed across the board in response to shocks caused 
by specific types of catastrophes (e.g., a hurricane) or by catastrophes in specific 
regions. This evidence suggests that insurance prices vary inversely with insurer 
capital in the short run. 

Shocks and Optimal Sharing of Correlated Risk 
In a study that is closely related to the capital shock literature, Doherty and Posey 
(1997) develop a model that results in rationing of coverage (also see the discussion 
in Winter (1991 a, 1994». Following Dionne and Doherty (1997) and Marshall (1974), 
their model pursues the idea that the risk associated with correlated losses optimally 
should be shared between insurers and policyholders based on their relative costs of 
bearing risk (risk aversion for consumers and presumably capital costs for insurers). 
The ideal policy (ignoring moral hazard, adverse selection, and transaction costs) 
would pay all policyholder-specific losses, but would share losses that are economy­
wide. Price increases following systematic losses would be consistent with such a 
sharing rule. The ideal contract is not feasible, however, because stock insurers have 
an incentive to falsely attribute losses to systematic events. Doherty and Posey there­
fore suggest that insurers can signal that aggregate losses occurred by selling less cov­
erage than would be optimal at the higher price. In essence, by rationing coverage, 
insurers forego profits, which credibly signals that systematic losses occurred. The 
main predictions of this model are that premium revenue is negatively related to the 
magnitude of losses in the previous period and that the price response for mutuals 
will be less than for stocks given the reduced incentive for mutuals to dissemble. Their 
analysis of panel data for general liability insurers during the 1980s support these 
predictions. 
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20.5 PRICE CUTTING AND SOFT MARKETS 

The traditional view of underwriting cycles by insurance industry analysts empha­
sizes fluctuations in capacity to write coverage as a result of changes in surplus and 
insurer expectations of profitability on new business (see Stewart, 1984; also see 
Berger, 1988). The essence of this explanation is that supply expands when expecta­
tions of profits are favorable, that competition then drives prices down to the point 
where underwriting losses deplete surplus, and that supply ultimately contracts in 
response to unfavorable profit expectations or to avert financial collapse. Price 
increases then replenish surplus until price-cutting ensues again. 

The traditional explanation of supply contractions is largely consistent with shock 
models. The apparent missing link in this story, however, is why competition in soft 
markets ultimately leads to inadequate rates. Compared to the wave of research on 
shock models, there has been relatively little rigorous analysis of this issue. Instead, 
the traditional explanation of cycles has been appropriately challenged by researchers 
because it fails to explain how and why competition would cause rational insurers to 
cut prices to the point where premiums and anticipated investment income are 
insufficient to finance rational forecasts of claim costs and ensure a low probability 
of insurer default. 34 Thus, it could be that the data and evidence on predictability are 
soft (pun intended), rather than insurance prices during soft market periods. 

Assuming that there is something to explain, what might explain soft markets cul­
minating in inadequate rates? Winter's model implies that hard markets that follow 
large shocks tend to be preceded by periods of excess capacity and soft prices. 
However, as suggested earlier, shocks should be unpredictable. Neither Winter's model 
nor other shock stories can tightly explain second-order autoregression in profits. 

Alternatively, it has been suggested that a tendency towards inadequate prices 
might arise from differences in insurer expectations concerning the magnitude of 
future loss costs (McGee, 1986, and Harrington, 1988; also see the comments in 
Stewart, 1984), from differences in insurer incentives for safe and sound operation 
(Harrington, 1988), or both.35 Harrington and Danzon (1994) develop and test 
hypotheses based on this intuition and the large literatures on optimal bidding and 
moral hazard within the framework of alleged underpricing of commercial general 
liability insurance during the early 1980s. In the Harrington and Danzon analysis, 
some firms may price below cost because of moral hazard that results from limited 
liability and risk-insensitive guaranty programs. Others may price below cost due 
to heterogeneous information concerning future claim costs that results in low loss 
forecasts relative to rational forecasts accompanied by winners' curse effects. In 

34 Similarly, popular explanations of "cash flow underwriting" usually imply that insurers are irrational 
in that they reduce rates too much in response to increases in interest rates. 

35 McGee (1986) speculated that insurers with optimistic loss forecasts may cause prices to fall below 
the level implied by industry average forecasts. Winter (1988, 1991a) mentions the possibility of hetero­
geneous information and winner's curse effects. 
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response to underpricing by some firms, other firms may cut prices to preserve market 
share and thus avoid loss of quasi-rents from investments in tangible and intangible 
capital. 

Harrington and Danzon use cross-section data from the early 1980s to test 
whether moral hazard and/or heterogeneous information contributed to differences in 
general liability insurance prices and premium growth rates among firms. Loss fore­
cast revisions are used as a proxy for inadequate prices.36 Estimation of reduced form 
equations for loss forecast revisions and premium growth and a structural model to 
test for a positive relation between premium growth and forecast revisions provides 
some evidence that is consistent with the moral hazard hypothesis.37 An implication 
of this analysis is that increased market or regulatory discipline against low priced 
insurers with high default risk would reduce price volatility. 

20.6 REGULATORY INFLUENCES 

Delays in the rate approval process under prior approval rate regulation could influence 
or even cause cyclical fluctuations in underwriting results (Cummins and Outreville, 
1987). Many studies analyze whether rate regulation affects cyclical movements in 
statewide loss ratios (see, e.g., Witt and Miller, 1981; Outreville, 1990; Tennyson, 
1993; Harrington, 1984).38 Most of these studies consider the hypothesis that regula­
tory lag amplifies cyclical movements in underwriting results. The basic story is that 
regulatory lag increases loss ratios in hard markets by delaying rate increases and 
reduces loss ratios in soft markets by delaying rate reductions. Alternatively, rate reg­
ulation could conceivably damp cycles by preventing excessive price-cutting in soft 
markets. Other research argues that rate regulation may have little effect on loss ratios 
for many commercial lines due to widespread use of schedule rating and other 
procedures that provide insurers with substantial flexibility in pricing even when rates 
are regulated (Stewart, 1987). 

Empirical analyses of the effects of rate regulation on variability of loss ratios 
over time generally employ auto insurance data prior to the mid-1980s. Some studies 
provide evidence that rate regulation amplifies movements in loss ratios (e.g., Witt 

36 Loss forecast revisions will reflect moral hazard induced prices assuming that low price firms delib­
erately understate initial reported loss forecasts to hide inadequate prices from regulators and other inter­
ested parties, but that positive forecast errors materialize as paid claims accumulate. In addition, if prices 
vary due to differences in loss forecasts at the time of sale, less-informed firms should experience rela­
tively greater upward forecast revisions over time as information accumulates. 

37 Specifically, forecast revisions and premium growth were generally positively and significantly related 
to the amount of liabilities ceded to reinsurers, consistent with the moral hazard hypothesis that reinsur­
ance was used to conceal low prices and excessive growth. In addition, they find that mutual insurers gen­
erally had significantly lower forecast revisions and premium growth than stock insurers, which they argue 
is consistent with mutuals being less prone to low pricing due to moral hazard . 

. ., Note that our focus here is on rate regulation and volatility, as opposed to the literature that suggests 
chronic effects of rate regulation on rate levels. 
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and Miller, 1981; Outreville, 1990), and, using cross-country data, that rate regula­
tion increases the period of cycles (Lamm-Tennant and Weiss, 1997). Tennyson (1993) 
provides evidence that dependence of current inverse loss ratios for automobile insur­
ance on lagged values is significantly larger in states with prior approval regulation. 
On the other hand, comparisons of average commercial lines loss ratios over time in 
states with prior approval and competitive rating laws suggest little effect of type of 
rating law (Stewart, 1987). 

Another issue that has received attention is whether solvency regulation affects 
premium volatility. As noted earlier, explicit or implicit regulatory constraints on 
the maximum permissible ratio of premiums to surplus could amplify cycles (Winter, 
1991 b). This could occur if premium increases in hard markets and associated 
increases in the ratio of premiums to surplus were to cause some insurers to reduce 
output further, thus producing higher prices, in order to meet regulatory constraints 
on the maximum permissible ratio. Whether such constraints lead to undesirable 
reductions in output for enough firms to have a material effect on prices is arguable. 

Finally, some authors discuss whether cooperative pricing activities in conjunc­
tion with the insurance industry's limited exemption from federal antitrust law might 
aggravate hard markets (e.g., Abraham, 1988; also see Angoff, 1988, for allegations 
of price fixing, and Ayres and Siegelman, 1989).39 The McCarran-Ferguson Act 
exemption applies to the extent that these activities are regulated by the states or unless 
boycott, coercion, and intimidation are involved.40 Other studies argue that these 
effects are difficult to reconcile with the industry's competitive structure, with the 
modem operation of advisory organizations, or both (e.g., Clarke, et aI., 1988; Winter, 
1988; Harrington and Litan, 1988; Harrington, 1990; also see Danzon, 1992, Gron, 
1995, and Lacey, 1988). 

In addition, analysis suggests that the activities of advisory organizations in 
auto insurance are (1) inconsistent with cartel behavior and (2) likely to be pro­
competitive (e.g., Danzon, 1983 and 1992). In most commercial insurance lines, 
independent rate filings, percentage deviations from ISO advisory rates or loss costs, 
and individual risk rating provide substantial flexibility in pricing. It also is argued 
that cooperative ratemaking activities for commercial lines are likely to enhance 
economic efficiency rather than amplify cyclical fluctuations or otherwise harm 
consumers (see Winter, 1988, and Harrington, 1990). If these activities reduce the 
likelihood of widespread underpricing in soft markets, they also may reduce premium 
volatility. In any case, the weight of the evidence suggests that price fixing is an 
unlikely cause of or contributing factor in hard markets. 

" Two forms of cooperative activity have been subject to substantial controversy in recent years: the 
cooperative development of policy forms (see Ayres and Siegelman, 1989) and the development of advi­
sory rates or prospective loss costs by advisory organizations such as the Insurance Services Office (ISO). 
For example, it is argued that advisory rates or loss costs stimulate price-cutting during soft markets and 
permit collusion to raise rates above costs during hard markets (Angoff, 1988). 

40 Many states have similar exemptions from state antitrust statutes. 
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20.7 CONCLUSIONS 

There is no reasonable doubt that variation in insurance premiums over time and 
across buyers is largely attributable to variation in "fundamentals." However, there is 
substantial evidence that there is more to the story; i.e., that there sometimes is mate­
rial variation in premiums that cannot be explained by the perfect markets model. The 
predictions of capital shock models are intuitively plausible, and there is some evi­
dence consistent with their predictions. We know less about whether and why prices 
tend to fall too low during soft markets. 

Additional theoretical work on capital shock models is needed to explore the rela­
tionship between costly external capital and capital structure decisions and pricing 
prior to any shock. Additional empirical work could provide evidence of the duration 
of any shock-induced price increases and whether costly external capital can explain 
both hard and soft markets. Unfortunately, it might be difficult to provide convincing 
evidence with respect to these issues using time series data because of the relatively 
small number of usable observations and the serious potential for data snooping bias. 
These problems suggest the need for more analyses that make creative use of cross­
sectional (or panel) data. 
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Organizational forms within the insurance industry include stock companies, mutuals, 
reciprocals, and Lioyds. We focus on the association between the choice of organiza­
tional form and the firm's contracting costs, arguing that different organizational forms 
reduce contracting costs in specific dimensions. This suggests that differing costs of 
controlling particular incentive conflicts among the parties of the insurance firm lead 
to the efficiency of alternative organizational forms across lines of insurance. We 
analyze the incentives of individuals performing the three major functions within the 
insurance firm-the executive function, the owner function, and the customer func­
tion. We review evidence from the insurance industry that directly examines the 
product-specialization hypothesis. We then examine evidence on corporate policy 
choices by the alternative organizational forms: executive compensation policy, board 
composition, distribution system choice, reinsurance purchases, and the use of 
participating policies. Finally, we review evidence of the relative efficiency of the 
alternative organizational forms. 
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21.1 INTRODUCTION 

The range of organizational forms within the insurance industry is perhaps the broad­
est of any major industry. Included are stock companies that employ the standard cor-

* We thank the Bradley Policy Research Center at the Simon School for financial support. 
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porate form, mutuals and reciprocals that are more like cooperatives where customers 
are the owners of the firm, and Lloyds associations that offer insurance contracts by 
syndicates of individual underwriters. 

Coase (1960) indicates that with no contracting costs, the organizational form of 
the insurance supplier (the assignment of property rights within the firm) will have 
no effect on real activity choices. But where contracting is costly, differing incentives 
among the parties to a contract generate costs. Relevant contracting costs take a 
variety of forms-the direct costs incurred in attempting to control incentive conflicts 
(for example, negotiation, administration, information, and litigation costs) as well as 
the opportunity cost that remains after appropriate control steps are taken, since it 
generally is not optimal to exercise complete control. 

We examine the association between the choice of organizational form and the 
firm's contracting costs. We argue that different organizational forms reduce con­
tracting costs in specific dimensions. This suggests that differing costs of controlling 
particular incentive conflicts among the parties of the insurance firm lead to the effi­
ciency of alternative organizational forms in specific activities. 

An important aspect of our analysis is its focus on the contracting costs associ­
ated with managerial discretion. Required managerial discretion should be lower in 
lines of insurance for which more loss data are available (Mayers and Smith, 1981), 
variance is lower (Fama and Jensen, 1983; Lamm-Tennant and Starks, 1992; and 
Doherty and Dionne, 1993), screening is less valuable (Hansmann, 1985, and Smith 
and Stutzer, 1990), and claims are expected to be adjudicated within a more stable 
legal environment (Mayers and Smith, 1988). Generally, the more discretion managers 
are authorized to exercise, the greater the potential for the managers to operate in their 
own interests. Since required managerial discretion varies across lines of insurance, 
and the costs of controlling managerial discretion vary across organizational forms, 
the organizational form most appropriate for particular lines of insurance also will 
vary. Recent empirical analyses provides tests of these hypotheses. 

In Section 21.2, we analyze the incentives of individuals performing the three 
major functions within the insurance firm-the management function, the owner func­
tion, and the customer function. This section presents our theory of alternative orga­
nizational forms within the insurance industry. In Section 21.3, we review evidence 
from the insurance industry that directly examines the product-specialization hypoth­
esis. We examine evidence on corporate policy choices by the alternative organiza­
tional forms in Section 21.4. In Section 21.5 we review the evidence that pertains to 
the relative efficiency of the alternative organizational forms. Section 21.6 contains 
our conclusions. 

21.2 ALTERNATIVE ORGANIZATIONAL FORMS 

We first examine the costs and beneiits of the alternative organizational forms in order 
to better understand the nature of their respective comparative advantages. Different 
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organizational forms create different incentives for the various contracting parties; 
variation in costs of controlling the resulting incentive problems imply that different 
forms are efficient in different circumstances. For instance, contracting costs are 
related to factors such as the degree of managerial discretion required in setting rates 
in a given line of insurance. Generally, the more discretion managers are authorized 
to exercise, the greater is the potential for those managers to operate in their self­
interest at the expense of other parties to the firm. Alternative organizational forms 
thus provide control mechanisms that to varying degrees limit the ability of particu­
lar parties to operate in an opportunistic manner. 

There are three important functions within each organizational form. The first is 
the manager function; managers are the decision makers-the executives that estab­
lish corporate strategy and decide how the firm will be organized and financed. Second 
is the owner function; owners provide capital and bear risk by owning claims to the 
residual income stream of the organization. Third is the customer function; policy­
holders pay premiums in return for a promise that they will receive stipulated indem­
nity payments from the insurance firm in the event that they incur specified losses. 
Figure I illustrates how the alternative organizational forms differ in the manner in 
which they combine these three functions. 

Common Stock Companies. The distinguishing characteristic of the common stock 
insurance company is the potentially complete separation of the manager, owner, and 
customer functions. Separation allows specialization in these activities-this lowers 
costs. Thus, the unrestricted common stock of the insurance company allows effi­
ciencies in riskbearing through specialization that are complemented by the benefits 
of managerial specialization. For example, managerial talent may be chosen in a 
common stock insurance company without strong consideration of a manager's wealth 
or willingness to bear risk. 

Yet separation of the manager and owner functions means that managers of a stock 
company do not bear the full wealth effects of their actions. This leads to an important 
incentive problem. Managers generally have interests that diverge from those of owners. 

STOCKS 

MUTUALSI 
RECIPROCALS 

LLOYDS 

MANAGER OWNER CUSTOMER 

Figure 1 Organizational Forms Within the Insurance Industry and the 
Assignment of Manager, Owner, and Customer Functions 
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This incentive conflict between stockholders and managers is controlled in stock 
companies in several ways: (1) Insurance industry regulatory bodies and rating agen­
cies monitor managers. (2) The executives are appointed by a stockholder-elected 
board of directors. (3) Most firms complement an external managerial labor market 
with an internal market through which executives compete. (4) Restrictions in the cor­
porate charter limit managerial actions. (5) Executives are monitored in capital 
markets by stock analysts, institutional investors, and other large stockholders. I (6) 
The manager's compensation package can include incentive provisions which tie the 
manager's compensation to the performance of the firm's stock.2 (7) An alternative 
management team can wrest control from the firm's current managers through an 
outside takeover if the firm is run inefficiently.3 Yet these control devices neither 
separately nor collectively are perfect; unresolved conflicts between owners and 
managers generally remain. 

In some stock insurance companies, managers also are major stockholders. 
Merging the manager and owner functions reduces control costs that arise if they are 
separate. The more complete the merger of owner and manager functions, the greater 
the internalization of the wealth consequences of the manager's decisions. Hence, 
closely-held stocks should have a comparative advantage in writing insurance where 
discretion is important. 

Because stockholders and policyholders are separate parties, problems arise in 
stock insurance companies that are like the incentive problems between stockholders 
and bondholders in industrial corporations.4 Thus, stockholders potentially gain from 
changing the firm's dividend, financing, and investment policies after insurance con­
tracts are sold. For example, if customers buy policies expecting the firm to maintain 
its dividend payments at their current level, equity value would increase at policy­
holder expense if the firm increases its dividends financed by asset sales.5 

In competitive markets, potential customers recognize these incentives. Rationally 
priced insurance reflects an unbiased forecast of these potential costs. Therefore, by 
limiting opportunities for expropriation by owners, the demand price for the com­
pany's policies increases. Potentially important mechanisms to limit such expro­
priation include: (1) loss of reputational capital and the consequent expected lower 
future demand prices for the company's policies, (2) state insurance guaranty funds,6 
(3) charter restrictions on assets in which the firm can invest, (4) charter restrictions 
and regulatory limitations on the dividends that can be paid to stockholders, and (5) 

I See Brickley, Lease and Smith (1988, 1994). 
2 See Smith and Watts (1982, 1992) and Gaver and Gaver (1993). 
J See Manne (1965), Jensen and Ruback (1983), and Jarrell, Brickley and Netter (1988). 
4 For example, both bondholders and policyholders own fixed payment claims. The difference is that for 

the bondholder the fixed promised payment (think of a zero coupon bond) is across states of the world for 
a given date, whereas for policyholders the fixed promised payment (think of a whole life policy) is across 
dates for a given state of the world. 

, See Smith and Warner (1979). 
6 See Lee, Mayers and Smith (1997). 
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issuance of participating policies. Nonetheless, these control mechanisms fail to 
completely resolve the conflict between stockholders and policyholders. 

Mutual Companies. In a mutual insurance company, the policyholders are both cus­
tomers and owners-these functions are merged. Yet the rights of a policyholder in a 
mutual are more limited than the combination of stockholder and policyholder rights 
in a common stock firm. For example, ownership rights are limited through the 
company charter, policy provisions, and regulation in ways that are not imposed on 
stockholders of common stock firms. Importantly, ownership rights of the mutual pol­
icyholders are not transferable.7 But by eliminating stockholders with their separate 
and sometimes conflicting interests, potential conflicts between owners and customers 
over dividend, financing, and investment policies are internalized. This is the major 
benefit of the mutual organizational form. 

These benefits from control of the customer-owner conflict, however, are offset 
by less effective control of the owner-manager conflict. Specifically, inalienability of 
ownership rights in mutuals limits the mechanisms by which owner-manager conflicts 
can be controlled in at least three ways: (1) Without traded shares mutual managers 
are not monitored in capital markets by stock analysts, institutional investors, or block 
holders. (2) Stock-based compensation plans which can control aspects of the owner­
manager conflict are infeasible without alienable shares. (3) A potentially significant 
factor in controlling management of a stock company is the threat of a hostile takeover 
(in which a tender offer is made directly to the firm's owners for their shares); such 
offers are impossible in a mutual. This more restricted corporate-control technology 
is thus a cost of the mutual organizational form. 

The potential advantage of mutuals over stocks in controlling incentive problems 
between customers and owners is offset by exacerbated incentive problems between 
owners and managers. If the costs of controlling management in mutual insurers is 
higher than in stock firms, mutuals should have a comparative advantage in lines of 
insurance requiring less managerial discretion (for example, in lines of insurance for 
which there is extensive loss data). 

Other aspects of coverage are important as well. For example, hold discretion con­
stant but consider lines where the effective life of the policies is longer. Even small 
changes in dividend, financing, or investment policies can cumulate to have a mater­
ial impact on the riskiness of the promised payoffs under this policy. Hence, mutuals 
should have a comparative advantage in such lines. For example, in 1993 mutuals gen­
erated $36.5 billion of premium income in ordinary life compared to $35.6 billion by 
stocks. However, across all property-liability lines, mutuals only generated $63.3 
billion compared to $162.7 billion by stocks. 

Finally, some mutuals own subsidiaries that are established as common-stock 

7 Hetherington (1969), Anderson (1973), and Kreider (1972) debate the implications of these restric­
tions for policyholder control of mutuals. 
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companies. The problems of controlling the managers in such a mutual-owned stock 
company are similar to that of a mutual; the owners of a mutual-owned stock company 
are ultimately the policyholders of the parent mutual. This implies that mutual-owned 
stock companies should have a comparative advantage in the same activities as 
mutuals. 

Reciprocal Associations. Although reciprocal insurance associations appear similar 
to mutuals (in that the customer and owner functions appear to be merged) there are 
potentially important differences. A reciprocal is unincorporated with no stated 
capital; mutuals are incorporated with both stated capital and surplus. In a recipro­
cal, the policyholders appoint an individual or a corporation as an attorney-in-fact to 
operate the company, while in a mutual policyholders elect a board of directors to 
manage the company. 

Further, the reciprocal provides cooperative insurance in which individual sub­
scribers assume their liability as individuals.8 A separate account generally is estab­
lished for each subscriber, and subscribers can be required to accumulate reserves 
(typically equal to between two and five annual premiums) before becoming eligible 
to receive underwriting earnings. Not all reciprocals operate on a separate-accounts 
basis; the subscriber agreement sometimes simply provides for dividends at the dis­
cretion of the attorney-in-fact. Where reserves are fully allocated, the sum of the indi­
vidual reserve accounts plus the current premiums represent the funds held by the 
reciprocal. However, generally the reciprocal maintains additional surplus. For 
example, Norgaard (1964) indicates that unallocated surplus existed in thirty-nine out 
of forty-four reciprocals in his sample. Beyond reserves, reciprocals sometimes retain 
the option to levy an (limited) assessment. 

The manager of a reciprocal, the attorney-in-fact, is usually appointed by the pol­
icyholders with an advisory committee, that has control responsibility, representing 
the members of the association.9 Some reciprocals, however, are organized and ini­
tially financed by corporate attorneys-in-fact who provide a "guaranty surplus," 
usually in the form of an interest-bearing note. In these cases, the structure of the 
reciprocal is like that of a closely-held stock company, with the manager and owner 
functions effectively residing with the corporate attorney-in-fact. 

Even though the management function can be quite similar to that in a common 
stock insurance company, the insurance policies tend to differ; reciprocals more fre-

8 Reinmuth (1967, pg. 32) states, "Those reciprocals operating on a separate account basis usually 
provide in the subscriber's agreement for the accumulation of a 'contingency surplus' by withholding 
a stated percentage of each subscriber's deposit premium or 'savings' which will not be available on 
withdrawal." 

9 This is really an oversimplification. The management of a reciprocal is appointed by policyholders 
through the subscriber's agreement or power of attorney. Thus, whether a subscriber has voting rights 
depends on the terms of the subscriber's agreement. The job of management can in fact be proprietary. If 
it is, the subscriber usually has the right to vote for an advisory committee, which may or may not have 
the right to replace the manager. For further discussion see Reinrnuth (1967, pg. 15-16). 
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quently issue what amounts to participating, assessable policies. Thus, depending on 
the structure of the reciprocal, the owner-manager control problems can be similar to 
that of either a mutual insurance company or a closely-held stock insurance company. 

This owner-manager control problem potentially is more severe in a reciprocal 
than in either closely held stocks or mutuals because individual subscribers may be 
required to leave reserves at risk. Of course, the policyholders' option to withdraw 
this capital also is a potentially important disciplining mechanism. While policy­
holders of stock or mutual insurance companies also can withdraw patronage as a dis­
ciplining device, this mechanism should be more effective for reciprocal subscribers 
if their subscriber agreement stipulates the (limited) return of surplus. Reinmuth 
(1967, pg. 32) reports, "Those reciprocals operating on a separate account basis 
usually provide in the subscriber's agreement for the accumulation of a "contingency 
surplus" by withholding a stated percentage of each subscriber's deposit premium or 
'savings' which will not be available on withdrawal." 

Another control device that reciprocal policyholders have is the potential to dis­
cipline management by forced dissolution ofthe association through the courts. 10 This 
apparently is accomplished more easily for reciprocals than for mutuals due to the 
courts interpretation of the nature of an association as opposed to a mutual corpora­
tion. In this regard, Reinmuth suggests that the reciprocal can be considered a "trust 
for a purpose." 

In sum, it is difficult to classify the managerial-control problems of reciprocals. 
The managerial-control problems can vary from reciprocal to reciprocal and can be 
similar to that of a mutual insurance company or that of a closely-held stock insur­
ance company. Only the rather weak statement that managerial discretion in a recip­
rocal should be somewhere in between that of these two alternative organizational 
forms appears appropriate. 

L10yds Associations. In a Lioyds, syndicates of members typically underwrite poli­
cies; members are then personally responsible for that portion of the risk underwrit­
ten. Thus, since individual underwriters are the insurers, this organizational form 
merges the manager and owner functions. By merging the functions, incentive prob­
lems between managers and owners are controlled. However this benefit comes with 
potentially substantial costs. Merging the manager and owner functions reduces gains 
from specialization as well as raising expected costs of opportunistic actions with 
respect to policyholders. 

Underwriting through syndicates also raises problems of controlling intra-

10 As reported by Reinmuth, (1967, pg. 36): "It would appear that the subscribers of a reciprocal have 
the power to request a court of equity to dissolve the exchange. In McAlexander v. Waldscriber it was held 
that.a court of equity, at the suit of a subscriber, had the power to appoint a receiver for a reciprocal insur­
ance 'fund,' upon allegations that the fund was being mismanaged and dissipated by the attorney-in-fact. 
The receiver was directed to manage, disburse and liquidate the 'fund' so as to do justice to all parties in 
interest under their contract. In Irwin v. Missouri Valley Bridge and Iron company, a case involving a similar 
set of facts, the court reached a similar conclusion." 
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syndicate conflicts. Typically, members have relatively specialized roles within the 
syndicate; in some cases the organization looks like a partnership with general part­
ners making most decisions and limited partners primarily supplying capital. And 
while syndicate managers historically were also underwriters, there has been a shift 
to syndicates run by professional managers. In general, the costs of controlling intra­
syndicate conflicts are reduced through: (1) mutual monitoring, which controls poten­
tial problems among syndicate members as well as problems between owners and 
policyholders (since syndicate members have few liability limitations included in the 
contracts, they have incentives to monitor syndicate decisions); (2) restrictions on 
membership through net-worth requirements, mandatory audits, and constraints on 
the size of commitments in relation to the capital individual members may undertake; 
(3) the central guarantee fund posted by the members, which acts like a bond; (4) 
stable syndicates, implying a form of long-run implicit contract. (The differential 
application of these control mechanisms helps explain reputational difference between 
London and American Lloyds.) 

Thus there are costs and benefits of the Lloyds organizational form. Because the 
benefits largely stem from controlling the incentive conflicts between managers and 
owners, Mayers and Smith (1981) argue that Lloyds associations should have a com­
parative advantage in writing insurance where managerial discretion in rate setting is 
important-for example, in insuring against unusual hazards." 

21.3 MANAGERIAL DISCRETION AND ALTERNATIVE 
ORGANIZATIONAL FORMS 

Because control mechanisms differ across organizational forms, the discretion autho­
rized management also should differ. Moreover, variation in managerial decision­
making authority implies that different organizational forms have a comparative 
advantage in different activities. Mayers and Smith (1981) argue that mutuals should 
have a comparative advantage in activities which require lower managerial discretion, 
while stocks should have a comparative advantage in activities which require higher 
discretion. 

Mayers and Smith (1988) test this managerial-discretion hypothesis employing 
cross-sectional data from the property-liability insurance industry; they document 
variation in product specialization across organizational forms. Their evidence is con­
sistent with the managerial-discretion hypothesis; it suggests that Lloyds operate in 

" One case in which risks changed frequently and managerial discretion was important is marine insur­
ance in the early nineteenth century. Wright and Fayle (1928) report the adjustment of rates by an under­
writer at Lloyd's of London. 'Take, for example, the year of Trafalgar, and the routes specially affected by 
movements of hostile fleets. For homeward voyages from the West Indies, the average rate on 76 risk 
accepted by Mr. Janson during the first quarter of the year was 8'/2 per cent. The arrival of Villeneuve's 
fleet in the West Indies, sent it up to 13'/2 per cent, and thence to 15 per cent and over. It touched 16 per 
cent when he was making for the Channel, but fell to I I per cent after his indecisive actions with Calder 
and his return to Cadiz." 
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the highest discretion lines, followed by stocks and reciprocals, with mutuals in the 
lowest discretion lines. They also find that stocks operate on a geographically less 
concentrated basis than Lloyds, mutuals, or reciprocals. 

Lamm-Tennant and Starks (1993) test the managerial-discretion hypothesis by 
examining insurer activity choices using panel data. They measure underwriting risk 
by the variance of the loss ratio. Their evidence indicates that, compared to mutual 
insurers, stocks write more business in lines with higher underwriting risk. Kleffner 
and Doherty (1996) examine underwriting of catastrophic earthquake insurance. They 
find that stock insurers underwrite more earthquake insurance than mutuals. 12 If man­
agerial-discretion requirements are greater when underwriting risks are higher, these 
studies support the managerial-discretion hypothesis. 

Yet taxes and regulation vary across organizational forms as well as across states 
in which the firms do business. For example, minimum capital requirements and tax 
rules vary between mutual and stock companies. Thus, it is unclear how much of the 
variation documented by Mayers and Smith, Lamm-Tennant and Starks, or Kleffner 
and Doherty is attributable to the control-related arguments of the managerial­
discretion hypothesis. 

To help solve this identification problem, Mayers and Smith (1994) focus just on 
common-stock insurers, their sample varies widely in ownership structure; at one 
extreme, the equity is owned by a mutual insurer; at the other, by a single individual 
or family. By focusing on variation among stock insurers, they better control for poten­
tial effects of taxes and regulation. And by distinguishing among closely-held, widely­
held, and mutual-owned stock companies, they exploit more texture in organization 
form than previous studies, thereby providing a richer understanding of this industry. 
They argue that the analysis of managerial-control problems within mutuals also 
applies to stock companies owned by mutuals, and that the incentives associated with 
Lloyds are similar to those for closely held stock companies. Their evidence indicates 
that an insurer's activity choices, its product lines, are strongly related to ownership 
structure; in particular, the activities of stocks owned by mutuals are more like those 
of mutuals and those of closely held stocks are more like those of Lloyds. The activ­
ities of widely held stocks fall in between. Hence this evidence is consistent with the 
hypothesis that different organizational forms have comparative advantage in differ­
ent lines of insurance. 

21.4 CORPORATE POLICY CHOICES AND 
ORGANIZATIONAL FORM 

Milgrom and Roberts (1995) examine complementarities among inputs to explain cor­
porate choices of organizational structure, technology, and strategy. The standard def-

12 Kleffner and Doherty (1996) suggest organizational form is important because of stock companies' 
more ready access to capital. 
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inition of complementarity in economics states that two inputs to a production process 
are complements if a decrease in the price of one causes an increase in the use of the 
other. But Milgrom and Roberts use this term not just in its traditional sense of a rela­
tion between pairs of inputs, but also in a broader sense as a relation among groups 
of activities. They introduce a broader definition: several activities are strategic com­
plements if doing more of one activity increases the marginal profitability of each of 
the other activities. If the activities can be expressed as differentiable functions, this 
corresponds to positive mixed partial derivatives of the payoff function-the marginal 
returns to one activity are increasing in the levels of other activities. Yet their analy­
sis emphasizes that continuity, differentiability, and convexity of the payoff functions 
are not necessary--only an ability to order the various activities is required. 

This framework is particularly useful here where we want to examine executive 
compensation packages, distribution systems, board composition, risk-taking, and 
insurance contracts across the various organizational forms. The key idea in the 
Milgrom and Roberts analysis is that if choosing a particular organizational form 
changes payoffs from using a particular distribution system, then organizational form 
and distribution systems are strategic complements. 

Executive Compeusation and Organizational Form. If mutuals have a compara­
tive advantage in business activities requiring less managerial discretion, then the 
value of the marginal product of executives of mutual companies should be lower than 
that of stock-company executives. Therefore, given competitive markets for managers, 
mutual executives should be paid less and receive less incentive compensation than 
stock-company executives. But managers of a mutual are not subjected to the same 
disciplining forces from the market for corporate control as are managers of a widely­
held stock company. If mutual managers more successfully insulate themselves from 
competitive market forces than do the managers of widely-held stocks, mutual man­
agers' compensation is potentially higher. 

To test these hypotheses Mayers and Smith (1992) examine stock and mutual 
chief executive officer compensation within the life insurance industry. Their evi­
dence is consistent with the managerial-discretion hypothesis-the compensation of 
mutual CEOs is significantly lower than that of stock CEOs and the compensation of 
mutual CEOs is significantly less responsive to firm performance than that of stock 
CEOs. 

Nonetheless, it is possible that mutual CEOs are entrenched and hence extract 
more total compensation than comparable stock CEOs-not in salary, but through 
excessive perquisite consumption. Mayers and Smith examine this possibility by 
exploiting details of the ownership structure of insurance firms. Insurance company 
subsidiaries can be owned either by a stock or a mutual parent. If subsidiaries have a 
comparative advantage in business activities similar to those of their parents, then 
compensation among CEOs of mutua Is' subsidiaries also should be lower than that of 
CEOs of stock-company subsidiaries. However, perquisite consumption by subsidiary 
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CEOs should exhibit less variation than that by parent company CEOs so long as 
control systems between parents and subsidiaries are similar for both mutual and stock 
parents. Mayers and Smith find that, consistent with the managerial-discretion hypoth­
esis, the compensation of mutual-subsidiary CEOs is significantly lower than that of 
stock-subsidiary CEOs. 

Further evidence on managerial entrenchment among mutual executives is pro­
vided by Bohn (1995). He examines CEO turnover for a sample of 93 stock and 168 
mutual insurance firms from 1984-1992. Inconsistent with the hypothesis that mutual 
managers are entrenched, he finds that the unconditional probability of CEO turnover 
is higher in mutuals than stocks (8.3% per annum compared to 6%). In addition, he 
reports that the probability of CEO turnover is related to firm performance both for 
stocks and mutuals. 

Board Composition and Organizational Form. Variation in organizational form 
within the insurance industry affords an opportunity to test hypotheses about the role 
of board composition within the technology for corporate control. The inalienability 
of mutual ownership claims restricts corporate-control mechanisms like the external 
takeover market, capital-market monitoring, and stock-based incentive compensation. 
These limitations increase the importance of monitoring by outside directors. If these 
alternate mechanisms are substitutes, mutuals should use more outside directors than 
stocks. Alternatively, if mutual managers are entrenched, they might use few outside 
directors to avoid the bother. 

Mayers, Shivdasani and Smith (1997) examine the composition of the board of 
directors for 345 life insurance companies. Their evidence indicates that mutuals 
employ a significantly larger fraction of outside directors than do stock companies. 
This result appears robust; it obtains both in the unadjusted data as well as after con­
trolling for differences in firm size, operating policy, and ownership concentration. 
Moreover, neither variation in board size nor state laws regulating board composition 
can explain these results. 

They also examine changes in board composition around changes in organiza­
tional form. For a sample of 27 life insurance firms that switch from stock to mutual 
form, they find a significant increase in the use of outside board members. For a 
sample of 50 property-liability insurers that switch from mutual to stock charter, they 
find a significant reduction in the use of outside directors. Board size is unchanged 
in both samples. This consistency between their cross-sectional and time-series evi­
dence helps ensure that their cross-sectional results are not attributable to uncontrolled 
differences in business operations between stocks and mutuals. Thus, the Mayers, 
Shivdasani, and Smith evidence supports the hypothesis that outside directors are an 
important control mechanism. 

Distribution System Choice and Organizational Form. The insurance industry 
employs a variety of distribution systems: insurance contracts are sold through direct 
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writers, exclusive agents, independent agents, and brokers. In the direct-writer system, 
the sales agent is an employee of the insurance firm. An exclusive agent also repre­
sents a single insurer, yet is not technically the firm's employee. An independent agent 
represents more than one insurance company. Finally, a broker represents the customer 
and negotiates with multiple insurers. Thus, exclusive agents and direct writers are 
more closely tied contractually to the insurer than are independent agents, while 
brokers' interests are more closely aligned with those of their customers than are 
other agents. These relations are illustrated in Table 2. 

Mayers, and Smith (1981) argue that the use of independent agents (and brokers) 
better bonds the insurer's promise to provide services to the policyholder and helps 
control potential expropriative behavior by the insurer. Thus, the independent-agency 
system is more valuable for organizational forms where these incentive problems are 
more sevcrc. Indcpendent agents have a comparative advantage because their knowl­
edge makes them effective in influencing claim settlements and because a threat to 
switch their business to an alternate insurer is credible. 

If the use of independent agents more effectively bonds against policyholder 
expropriation, the value of an independent-agency system will be higher where the 
opportunities for expropriation are greater. This should occur in companies with orga­
nizational forms that permit more managerial discretion. Therefore, independent 
agents should be used more frequently by Lloyds and closely-held stocks because the 
value of bonding against opportunistic behavior should be higher for these organi­
zational forms. Conversely, independent agents should be used less frequently by 
mutuals and mutual-owned stocks because the value of such bonding is lower. 

To test this hypothesis Kim, Mayers, and Smith (1996) examine a large sample 
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of property-liability insurance companies. Their evidence is consistent with the 
managerial-discretion hypothesis. The independent-agency system is more prevalent 
among Lloyds associations and closely-held stock companies, followed in order by 
widely held stocks, mutuals, mutual-owned stocks, reciprocals, and association-owned 
stocks. These results obtain either from examining the number of firms employing 
a particular distribution system, or from examining average direct business written 
by the firms using alternative distribution systems. Thus, for example, more Lloyds 
associations use the independent-agency system; moreover, the average inde­
pendent-agency Lloyds writes more business than the average exclusive agent 
Lloyds. 

Risktaking and Organizational Form: Reinsurance. Incentives for risktaking vary 
with organizational form. Within the insurance industry, reinsurance purchases~like 
traditional insurance purchases by industrial corporations~are a mechanism that can 
be used to limit risktaking. A reinsurance contract is an insurance policy purchased 
by one insurance company, the ceding company, from another, the reinsurer. 

Risk aversion is the primary motive for insurance purchases by individuals; more­
over risk aversion can partially explain the demand for insurance by closely-held cor­
porations and partnerships. But risk aversion provides a deficient explanation for 
insurance purchases by widely held corporations. The corporate form is itself a con­
tractual structure with significant risk-management capabilities. Since the corpora­
tion's owners, its stockholders, can hold well-diversified portfolios of financial claims, 
idiosyncratic losses can be managed through diversification. Thus, instead of risk aver­
sion, corporate insurance purchases should be driven by the structure of the tax code, 
costs of financial distress (including potential investment-incentive effects of a cor­
poration's capital structure), the corporation's ownership structure, comparative 
advantages in real service production, and the composition of corporate managers' 
compensation packages (see Mayers and Smith 1982, 1987). 

Mayers and Smith (1990) analyze reinsurance purchases for a sample of 1,276 
property-liability insurance companies. Their sample includes firms across a broad 
range of organizational forms~stocks, mutuals, Lloyd's, and reciprocals. Moreover, 
they distinguish among stocks that are widely held, closely held, owned by a single 
family, owned by a mutual, and owned by an association. Their evidence suggests 
organizational form matters. Generally, the less diversified the owners' portfolios (the 
more concentrated is ownership), the greater the reinsurance purchases. Thus Lloyd's 
reinsure most, while widely held stocks reinsure least. Moreover, subsidiary and group 
relations affect the demand for reinsurance. Subsidiaries and group members reinsure 
more (although their data do not allow distinguishing between intra-group transac­
tions and reinsurance transactions with external reinsurance companies). They also 
provide evidence that size, credit standing, and geographic concentration reduce the 
demand for reinsurance, as well as weak evidence that line-of-business concentration 
reduces reinsurance demand. 
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Risktaking and Organizational Form: Guaranty Funds. Lee, Mayers and Smith 
(1997) examine the impact of establishing post-assessment guaranty funds on 
property-liability insurance company risktaking. They investigate insurers' portfolio­
composition changes that occur around the time these state guaranty-fund laws 
are enacted. Merton (1977) argues that guaranty funds are like put options granted 
to the insurance firms. To maximize the value of this option, insurers should 
increase the riskiness of their underlying activities. Yet proponents of guaranty 
funds have argued that structure of the funds establish incentives for competitors 
to monitor. The more effective additional monitoring, the smaller any increase in 
risktaking. 

Lee, Mayers and Smith find that property-liability insurers shift their asset port­
folios around the date of guaranty-fund enactments, increasing their holdings of stocks 
and reducing their holdings of bonds and other assets. Their evidence thus is incon­
sistent with the hypothesis that the structure of the guaranty funds provides sufficient 
incentives to reduce risktaking in the industry through effective monitoring, either by 
competing insurance firms or regulators. Rather, their evidence is consistent with the 
hypothesis that because the firm's assessment does not vary with its asset risk, the 
structure of guaranty funds provides an incentive for increased risktaking in insurers' 
investment activities. 

The incentives for increased risktaking differ across organizational forms. For 
example, when they investigate the asset adjustments for stock and mutual insurers 
separately, they find that the shift to riskier assets following fund enactment occurs 
only for stock insurers, supporting the hypothesis that stock insurers have stronger 
incentives to increase investment risk. This helps explain the observed higher insol­
vency rates among stocks than mutuals in the period since 1969. They also find 
increased risktaking by stock companies that are owned by mutuals. This suggests that 
the bundling of owner and customer claims in a mutual is the important factor con­
trolling incentives for excessive risktaking. 

This evidence has potentially important implications for survivorship of the 
mutual form of organization. While the mutual form imposes costs in the form of lost 
specialization in risk-bearing and limited corporate governance/control mechanisms, 
this evidence suggests that merging owner and customer functions controls conflicts 
of interest over investment policy. Fama and Jensen (1983) argue that mutuals survive 
because the redeemable claims they offer are a substitute for the control systems of 
stock companies. Yet stock insurers offer claims with redeemability features virtually 
identical to those offered by mutuals. Thus, redeemable claims are not unique to 
mutuals. Moreover, mutual life companies (the dominant organizational form in this 
line) offer whole life policies with significant "lock in" terms. This suggests that claim 
redeemability is not necessary for the survival of mutuals. The reduced incentives for 
risktaking which Lee, Mayers and Smith document are specific to mutuals and, as 
argued in Mayers and Smith (1981), provide an important benefit contributing to the 
efficiency and survival of the mutual form of organization. 
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Insurance Contracts and Organizational Form. Another way to control the 
policyholder-stockholder conflict is to issue participating policies (Mayers and 
Smith, 1981, and Garven and Pottier, 1995). A participating policy gives the policy­
holder a claim on a fraction of the insurance firm's accounting earnings. This acts 
somewhat like a convertibility provision in a corporate bond contract, except that the 
policyholder has a claim to only current accounting earnings, whereas the convertible 
bondholder has a claim to the capitalized value of the economic cash flows (Smith 
and Warner, 1979 and Mikkelson, 1981). Thus, to the extent that the firm's capital­
ized cash flows and accounting earnings are positively related, any gain to stock­
holders from transferring resources to themselves after the sale of the policy is reduced 
by issuing participating policies. 

Thus, participating policies offer stocks a way to control the policyholder­
stockholder problem that is similar to the way mutuals control the problem. This 
would suggest participating policies would be most important in stock companies. 
In fact, participating policies were first offered, in the United States, by a stock 
company. 13 But they are now more prevalent in mutuals than in stocks. Garven and 
Pottier, for a sample of 475 stock life insurers and 109 mutual life insurers in 1991, 
show that 12.5% of the stock company business was through participating policies, 
whereas 94.2% of the mutuals' business was through participating policies. In dollar 
amounts the mutuals had $4,159 million of participating insurance in force and $255 
million of non-participating insurance in force. The numbers are practically reversed 
for the stock companies. 

In a participating policy, higher premiums are charged at the beginning of the 
period and policy dividends are returned at the end ofthe period. Ifthe company expe­
riences a shock to surplus during the period, the dividend is reduced. Since mutuals 
have less effective access to capital markets than stocks, participating policies are 
more valuable to mutuals in allowing them to better absorb such shocks. In effect, 
economic leverage is less volatile if the insurer issues participating policies. Thus, 
issuing such policies can help control a form of the underinvestment problem dis­
cussed by Myers (1977). 

Moreover, an important cost of the mutual organizational form is less effective 
control of the owner-manager conflict. One facet of the owner-manager conflict is the 
managerial-discretion problem labeled the free-cash-flow problem by Jensen (1986). 
Jensen defines free cash flow as cash in excess of that required to fund all positive 
net present value projects. If managerial perquisites are positively related to firm size, 
managers with free cash flow have an incentive to undertake projects that have zero 
or negative net present value in order to make the firm larger. 

Jensen argues that debt reduces the agency costs of free cash flow by reducing 

Il In 1836. the Girard Life Insurance Annuity and Trust Co. Issued the first participating policy in the 
United States. A circular issued that year says, "The income of the company will be apportioned between 
the stockholders and the assured for life. an advantage given in America by this company alone." (Stalson, 
1942.p.94) 
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the cash available for spending at the discretion of managers. Thus, industrial firms 
that have large free cash flow should be more highly leveraged to control this problem. 
Similarly, mutual insurance companies can control this managerial-discretion problem 
by issuing participating policies (Wells, Cox, and Gaver, 1995). These policies require 
the firm to pay dividends that are based on accounting earnings, thus reducing the 
cash available for unprofitable projects. 

The control function of participating policies should be more important in orga­
nizations that generate large cash flows but have low growth prospects. Wells, Cox, 
and Gaver (1995) argue that large cash flow and low growth prospects to a large degree 
characterizes the life insurance industry. Since they expect a more severe owner­
manager conflict in mutuals, they examine the relation between organizational form 
and free cash flow. Their results support the joint hypothesis that the managerial­
discretion problem is greater in mutuals and that participating policies provide less 
than complete control-they find that mutual insurers have a greater level of free cash 
flow than stock insurers. 

21.5 ORGANIZATIONAL FORM AND EFFICIENCY 

Several authors have examined the relative efficiency of stock versus mutual or reci­
procal organizational forms. For example, Spiller (1972) argues that management 
exploits its position in a mutual to gain personally at the expense of the firm's other 
claimholders. Frech (1980) concludes the "examination of the actual property rights 
structure of mutual insurers indicates that their owners do not have full property rights. 
Thus they are expected to perform less efficiently then stock insurers, and that expec­
tation is borne out." Reinmuth (1967) in a study analyzing reciprocals, determines 
that they also are inefficient. Thus, each of these cross-sectional studies conclude that 
mutuals and reciprocals are less efficient than stocks. 

In contrast to these studies, the analysis in Mayers and Smith (1981) assumes the 
efficiency of the mutual form of organization in explaining the observed distribution 
of organizational forms including both stock and mutual firms. Schwert's (1981) 
analysis suggests that a more powerful test of the hypothesis that mutuals are poten­
tially efficient would focus on time-series evidence from firms that switch organiza­
tional form from stock to mutual, that is, that mutualize, or from mutual to stock, that 
is, that demutualize. To test the implications of the different theories of the efficiency 
of mutuals, Mayers and Smith (1986) analyze the impact of the change in organiza­
tional form from stock to mutual on the three major groups of claimholders-man­
agers, owners, and customers. They examine the changes in stock prices, premium 
income, and management turnover that accompany mutualization for a sample of 30 
life insurance firms. 

Mayers and Smith examine returns to stockholders, as well as changes in premium 
income, product mix, policy lapse rates, and management turnover. They conclude 
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that for their sample of firms which change from a stock to a mutual organizational 
form, that on average the change is efficiency-enhancing. Their evidence indicates that 
growth in premium income does not fall, policy lapse rates do not rise, stockholders 
receive a substantial premium for their stock, management turnover declines, and 
there is no material change in product mix. Thus, no group of claimholders system­
atically loses in this sample of firms that chooses to go through the mutualization 
process. And if mutuals were inefficient-if the firm were less valuable after the 
change in organizational form-then at least one of these groups would have to lose. 
These results also are consistent with rational voting behavior, since stockholders, 
policyholders, and managers all have effective vetoes of the mutualization plan. 

The Mayers and Smith evidence should be contrasted with that of Spiller, Frech, 
and Reinmuth who conclude that mutuals and reciprocals are inefficient. We believe 
that this difference in results occurs because the Mayers and Smith time-series exam­
ination of changes in organizational form picks up both the additional costs of mutuals 
associated with less effective control of managers as well as the additional benefits 
associated with more effective control ofthe owner-customer conflict. Cross-sectional 
tests cannot easily measure these additional benefits. 

21.6 CONCLUSIONS 

Gregor Mendel is generally regarded as the father of modern genetics. Yet this monk's 
scientific work concentrated on breeding edible peas in the garden behind his 
monastery. From peas--dwarfed, tall, smooth, wrinkled, green, yellow-he was to 
derive the basic laws which make modern genetics the most exact of the biological 
sciences. 

In a sense, the insurance industry offers a laboratory for the study of organiza­
tional forms that is like Mendel's garden. Insurance firms exhibit rich variation in their 
choices of ownership structure, executive compensation, board composition, distrib­
ution system, risktaking activities, and contract structure. Yet this variation occurs 
within a single industry. This makes the analysis of this variation more controlled and 
the likelihood of omitted-variables problems lower. And while this industry is impor­
tant in itself, it offers a potentially invaluable springboard for a richer understanding 
of organizational forms in other industries across the economy. 

21.7 REFERENCES 

Anderson, B.M. (1973). "Policyholder Control of a Mutual Life Insurance Company," Cleveland State Law 
Review 22, 439-449. 

Bohn, J.G. (1995). "Management Turnover and Succession in the Insurance Industry," Working Paper, 
Harvard University. 



706 Handbook of Insurance 

Brickley, lA., R.C. Lease and c.w. Smith, Jr. (1988). "Ownership Structure and Voting on Antitakeover 
Amendments," Journal of Financial Economics 20, 112, 267-291. 

Brickley, lA., R.C. Lease and c.w. Smith, Jr. (1994). "Corporate Voting: Evidence from Charter 
Amendment Proposals," Journal of Corporate Finance 1, I, 5-31. 

Coase, R. (1960). "The Problem of Social Cost," Journal of Law and Economics 3, 1-44. 
Doherty, N.A. and G. Dionne (1993). "Insurance With Undiversifiab1e Risk: Contract Structure and 

Organizational Forms ofinsurance Firms," Journal of Risk and Uncertainty 6,2, 187-203. 
Fama, E.F. and M.C. Jensen (1983). "Agency Problems and Residual Claims," Journal of Law and 

Economics 26, 327-349. 
Frech, H.E., III (1980). "Health Insurance: Private, Mutuals or Government," Economics of Nonpropri­

etary Organizations Research in Law and Economics, Supp!. 1. Greenwich, Conn.: JAI Press, Inc., 
61-73. 

Garven, J.R. and S.w. Pottier (1995). "Incentive Contracting and the Role of Participation Rights in Stock 
Insurers," Journal of Risk and Insurance 62, 253-270. 

Gaver, J.J. and K.M. Gaver (1993). "Additional Evidence on the Association Between the Investment 
Opportunity Set and Corporate Finance, Dividend and Compensation Policies," Journal of Account­
ing and Economics, 125-160. 

Hansmann, H. (1985). "The Organization ofinsurance Companies: Mutual versus Stock," Journal of Law, 
Economics, and Organization 1, 125-154. 

Hetherington, lA.C. (1969). "Fact v. Fiction: Who Owns Mutual Insurance Companies?" Wisconsin Law 
Review 4, 1068-1103. 

Jarrell, G., l Brickley and J. Netter (1988). "The Market for Corporate Control: The Empirical Evidence 
Since," Journal of Economic Perspectives 2, 49--68. 

Jensen, M. (1986). "Agency Cost of Free Cash Flow, Corporate Finance and Takeovers," American 
Economic Review 76, 323-339. 

Jensen, M. and R. Ruback (1983). "The Market for Corporate Control: The Scientific Evidence," Journal 
of Financial Economics 11,5-50. 

Kim, W.l, Mayers, D. and C.w. Smith (1996). "On the Choice ofInsurance Distribution Systems," Journal 
of Risk and Insurance 63, 207-227. 

Kleffner, A.E. and N.A. Doherty (1996). "Costly Risk and the Supply of Catastrophic Insurance," Journal 
of Risk and Insurance 63, 657--671. 

Kreider, G.P. (1972). "Who Owns the Mutuals? Proposals for Reform of Membership Rights in Mutual 
Insurance and Banking Companies," Cincinnati Law Review 41,275-311. 

Lamm-Tennant, land L.T. Starks, (1993). "Stock versus Mutual Ownership Structures: The Risk 
Implications," Journal of Business 66, 29-46. 

Lee, S.1., D. Mayers and C.w. Smith, Jr. (1977). "Guaranty Finds and Risk-Taking Behavior: Evidence for 
the Insurance Industry," Journal of Financial Economics forthcoming. 

Manne, H.G. (1965). "Mergers and the Market for Corporate Control," Journal of Political Economy 73, 
110-120. 

Mayers, D., A. Shivdasani and C.w. Smith, Jr. (1997). "Board Composition in the Life Insurance 
Indusu:y," Journal of Business 70, 33--63. 

Mayers, D. and C. W. Smith, Jr. (1981). "Contractual Provisions, Organizational Structure, and Conflict 
Control in Insurance Markets," Journal of Business 54, 3,407-434. 

Mayers, D. and C.w. Smith, Jr. (1982). "On the Corporate Demand for Insurance," Journal of Business 55, 
2,281-296. 

Mayers, D. and c.w. Smith, Jr. (1986). "Ownership Structure and Control: The Mutualization of Stock Life 
Insurance Companies," Journal of Financial Economics 16, 73-98. 

Mayers, D. and c.w. Smith, Jr. (1987). "Corporate Insurance and the Underinvestment Problem," Journal 
of Risk and Insurance L1Y, 1,45-54. 

Mayers, D. and C.w. Smith, Jr. (1988). "Ownership Structure Across Lines of Property Casualty 
Insurance," Journal of Law and Economics 31, 351-378. 



Organizational Forms Within the Insurance Industry 707 

Mayers, D. and C.W Smith, Jr. (1990). "On the Corporate Demand for Insurance: Evidence from the 
Reinsurance Market," Journal of Business 63, 19-40. 

Mayers, D. and C.W Smith, Jr. (1992). "Executive Compensation in the Life Insurance Industry," Journal 
of Business 65, 51-74. 

Mayers, D. and C.W Smith, Jr. (1994). "Managerial Discretion, Regulation, and Stock Insurer Ownership 
Structure," The Journal of Risk and Insurance 61, 4, 638---{)55. 

Merton, R.C (1977). "An Analytic Derivation of the Cost of Deposit Insurance and Loan Guarantees: On 
Application of Modem Option Pricing Theory," Journal of Banking and Finance I, 3-11. 

Mikkelson, WHo (1981). "Convertible Calls and Security Returns," Journal of Financial Economics 9, 
237-264. 

Milgrom, P. and J. Roberts (1995). "Complementarities and Fit: Strategy, Structure, and Organizational 
Change," Journal of Accounting and Economics 19, 179-208. 

Myers, S. (1977). "Determinants of Corporate Borrowing," Journal of Financial Economics 5,147-175. 
Norgaard, R.L. (1964). "What is a Reciprocal?" Journal of Risk and Insurance 31, 51. 
Reinmuth, D.F. (1967). The Regulation of Reciprocal insurance Exchanges, Homewood, Ill,: Richard D. 

Irwin, Inc. 

Schwert, G.W (1981). "Using Financial Data to Measure Effects of Regulation," The Journal of Law and 
Economics 24, 121-158. 

Smith, C.W, Jr. and J.B. Warner (1979). "On Financial Contracting: An Analysis of Bond Covenants," 
Journal of Financial Economics 7, 117-161. 

Smith, C.W, Jr. and R. Watts (1982). "Incentive And Tax Effects of Executive Compensation Plans," 
Australian Journal of Management 7, 139-157. 

Smith, C.W, Jr. and R. Watts (1992). "The Investment Opportunity Set and Corporate Financing Dividend 
and Compensation Policies," Journal of Financial Economics 32, 263-292. 

Smith, B.D. and M.J. Stutzer (1990). "Adverse Selection, Aggregate Uncertainty, and the Role for Mutual 
Insurance Contracts," Journal of Business 63, 4, 493-510. 

Spiller, R. (1972). "Ownership and Performance: Stock and Mutual Life Insurance Companies," Journal 
of Risk and Insurance 34, 17-25. 

Wells, B.P., L. Cox and K.M. Gaver (1995). "Free Cash Flow in the Life Insurance Industry," Journal of 
Risk and Insurance 62, 50---{)4. 

Wright, C. and D.E. Fayle (1928). "A History ofLIoyd's," London: MacmiIla. 



22 Insurance Distribution Systems 
Laureen Regan 

Temple University 

Sharon Tennyson 

Cornell University 

Abstract 
This chapter details the use of different insurance distribution systems in practice, 
analyzes key issues in distribution system use based on economic theories of the 
organization of the firm, and discusses public policy and regulatory issues related to 
insurance distribution. The chapter focuses on what we believe to be the three major 
economic issues in insurance distribution: the choice of distribution system(s) by an 
insurer; the nature of insurer-agent relationships, including compensation structure 
and resale price maintenance; and regulatory oversight of insurance distribution activ­
ities, including regulation of entry and of information disclosure to consumers. 
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22.1 INTRODUCTION 

Firms in the insurance industry vary along many dimensions, including product dis­
tribution systems. A wide variety of distribution methods are used in the industry. 
Insurance distribution systems span the spectrum from the use of a professional 
employee sales force, to contracting with independent sales representatives, to direct 
response methods such as mail and telephone solicitation. The ongoing competitive 
and technological revolution in the financial services industries has resulted in greater 
segmentation of distribution by product market, and greater use of multiple distribu­
tion methods by firms, including the establishment of marketing relationships and 
alliances with non-insurance concerns. 

The purpose of this chapter is to detail the use of insurance distribution systems 
in practice, to understand their use from a theoretical perspective and to discuss public 
policy and regulatory issues related to insurance distribution. Two points about the 
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chapter are worth noting in advance. First, because much of the academic literature 
on insurance distribution has focused on the United States, and because we have 
greater access to databases on that country, most of the detailed discussion of insur­
ance institutions in this chapter will refer to the U.S. marketplace. We make reference 
to insurance distribution in other countries where the data are available, but refer the 
reader to other sources for details on these markets. I The second noteworthy point is 
that the academic literature on insurance distribution is quite narrowly focused. There 
are many interesting and important issues that have received little or no attention in 
the literature. The approach taken in this chapter is therefore to discuss not only the 
state of knowledge from existing literature, but also to raise questions arising from 
economic theory regarding areas that need further research. 

We focus our discussion on what we believe to be the three major economic issues 
in insurance distribution. The first is distribution system choice. Due to the variety of 
distribution systems employed in the industry, the differences in contractual relation­
ships across them, and the recent market share gains of nontraditional distribution 
systems, an important area of research is the optimal choice of distribution system. 
Much of the existing research on property-liability insurance distribution has exam­
ined aspects of this question. This will continue to be an important question for both 
property-liability and life insurers, as the use of multiple distribution systems becomes 
increasingly common. 

Closely linked to this question are others regarding the nature of the insurer-agent 
relationship. One particular area of interest is the structure of agent compensation. 
The differences in agent compensation structure across different distribution systems 
have received attention in property-liability insurance. Questions also surround the 
incentive effects of commission compensation schemes with regard to agent service 
and information provision, and, in the life insurance industry, unethical practices such 
as unnecessary policy replacement (often known as twisting). Compensation structure 
is also related to agent incentives to offer price discounts via commission rebating, a 
practice outlawed in all U.S. states until recently. 

The final issue that we explore is regulatory oversight of insurance distribution 
activities. Life insurance sellers in many countries recently have come under criticism 
for misleading sales practices or high-pressure tactics. Agents have been alleged to 
exaggerate the benefits of their policies or fail to reveal key elements of risk to 
policyholders. In response to these and similar concerns, information disclosure 
regulation for both life and property-liability insurance sellers has been strengthened 
significantly in several countries, and is being considered in others. As new regula­
tory systems are designed, questions intensify regarding the need for such regu­
lation, the appropriate regulatory mechanism, and the effectiveness and results of 
regulations. 

I Much of our information on markets outside of the United States is drawn from Skipper. 1998, Nuttney, 
1994, Hoschka, 1994, and Ensinger and Pauly, 1986. 
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The organization of the chapter is as follows. Section 22.2 provides background 
information on the different distribution systems employed in the insurance industry. 
Section 22.3 summarizes the state of knowledge from theoretical and empirical studies 
of distribution system choice by insurance firms. Section 22.4 discusses issues sur­
rounding commission compensation and commission rebating in insurance retailing. 
Section 22.5 describes the regulation of insurance distribution and the potential eco­
nomic rationales for this regulation. Section 22.6 concludes with a discussion of recent 
trends in insurance markets and their implications for insurance distribution. 

22.2 BACKGROUND 

Product distribution channels in the insurance industry can be classified into five 
types: (1) mass marketing or direct selling; (2) employee sales representatives; (3) 
non-employee sales agents who sell for a single company; (4) non-employee agents 
who sell for more than one company; and (5) brokers. Mass marketing methods are 
those that do not involve a sales intermediary, such as mass mailings, television or 
radio solicitations, and increasingly, the internet. Employee sales representatives 
constitute a dedicated sales force under the direct employ of a single insurer. Non­
employee agents are independent from the insurer, and are typically small businesses 
or franchisees with a well-specified contractual relationship with a single insurer; 
these sales agents are often called exclusive agents. Agents with non-exclusive sales 
relationships are independent businesses with contractual agreements to sell the 
products of more than one insurer; these agents are often called independent agents. 
Brokers too are independent businesses who may sell the products of more than one 
insurer. However, unlike exclusive or independent agents, brokers have no formal con­
tractual relationships with insurance firms and hence represent the insurance pur­
chaser as a client. This distinction means that a broker cannot commit an insurer to 
provide insurance without the insurer's specific approval of the policy, whereas many 
independent sales agents can bind the insurer to offer a policy. In practice, however, 
the multiple representation opportunities of independent agents and brokers makes 
these systems very similar. 

Because the life and property-liability insurance industries developed separately, 
distribution systems in life insurance and property-liability insurance differ signifi­
cantly.2 Changes in regulation and in market forces have brought greater integration 
of life insurance and property-liability insurance sales, as insurance firms combine 
and insurance agencies expand their product offerings. Nonetheless, there remain dif­
ferences in the market penetration of competing distribution systems in property­
liability insurance and life insurance. The contractual relationships between agents 

2 For example, in the United States, regulations prohibited an insurance firm from selling both property­
liability and life insurance until the 1940s (Huebner, Black and Webb, pg. 648). 
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and insurers, and the functions of agents, also differ across the property-liability and 
life insurance industries. Some of these differences have implications for the economic 
issues surrounding distribution system use in the two industries. For these reasons, 
it is useful to characterize property-liability and life insurance distribution systems 
separately. 

22.2.1 Property-Liability Insurance 

Property-liability insurance is sold primarily by professional agents. Independent 
agents (including brokers) and agents tied to a specific insurance firm (whether via 
employment or exclusive contract) together account for the vast majority of the direct 
premium revenues of the industry throughout most of the world (Skipper, 1998). 

22.2.1.1 Market Shares 
The 1995 U.S. market shares of insurers using independent agency, brokerage or direct 
writing (exclusive agents, employee agents or direct marketing) distribution methods 
are reported in Table 1. The table reports the shares of direct premium revenue by 
these three major distribution systems for property-liability insurance overall, and for 
selected lines of property-liability insurance. The data are constructed from premi­
ums reported at the individual firm level, and each firm is catalogued according to its 
primary distribution system.3 Note that since some companies use more than one dis­
tribution method, the table does not provide an exact apportionment of premiums 
by distribution system. However, this problem is minimized by reporting at the 
individual firm level rather than by consolidated insurance firms (known as groups), 
because individual firms within groups may use different distribution methods.4 

The table documents that independent agency companies have the largest market 
share overall, with 49.7 percent of premium volume; direct writer firms closely follow, 
with a 43.4 percent overall market share. Firms that distribute primarily through 
brokers achieve a 6.4 percent market share. There are significant variations in market 
shares across line of insurance, however. Independent agency firms dominate the 
commercial insurance lines, especially commercial multiperil and ocean marine, 
where they capture over three-quarters of the market. Broker distributors also achieve 
their greatest market penetration in the commercial lines, most notably in generallia­
bility and ocean marine insurance. Direct writer companies dominate in the personal 
insurance lines, controlling about 60 percent of both the automobile and home­
owners insurance markets. 

These dramatic differences in market shares by line of insurance preview the 
market share dynamics shown in Table 2. Independent agency was the earliest method 

3 The classifications are taken from A.M. Best Company's Key Rating Guide. 
4 Market share figures do not add to 100 percent, as there are small shares of premium volume written 

by firms using other primary distribution systems (general agents or mass marketing), which are not 
reported here. 
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Table 1 
Market Shares by Distribution System U.S. Property-Liability Insurance, 1995 

Line of Business Independent Agency Broker Direct Writing 

Private Passenger Automobile 
Physical Damage 35.6 1.0 62.6 
Liability 39.8 2.7 57.0 

Homeowners Multiperil 37.4 0.3 62.0 

Commercial Multiperil 80.5 1.8 17.4 
Workers Compensation 70.4 9.0 20.2 
General Liability 62.0 26.2 11.5 
Fire 52.7 14.3 31.8 
Ocean Marine 76.4 19.4 4.0 
Inland Marine 62.1 14.6 22.5 
Boiler and Machinery 68.5 2.7 28.8 
Allied Lines 71.0 5.9 20.7 

Total 49.7 6.4 43.4 

of distributing property-liability insurance in the United States, and remained by far 
the predominant system until the latter half of this century. Over the past three 
decades, however, the share of insurance sold through the independent agency system 
has declined significantly. This trend is documented in Table 2, which shows the 
change in U.S. market shares of direct writer insurers (where this category combines 
exclusive agency, employee agency and direct marketing) for the major lines of 
property-liability insurance between 1980 and 1997. Independent agency insurers 
experienced a 10.1 percent decrease in market share over this period, which is equiv­
alent to a loss of 2.71 billion dollars in premium revenue for 1997. Consistent with 
the data in Table 1, we observe that the largest market share gains of the direct writing 
firms are generally in personal insurance, particularly homeowners. Market share 
gains have also occurred in some commercial insurance lines, especially fire and allied 
lines insurance. However, independent agency has made market share advances in 
some commercial lines during this time period, notably boiler and machinery, workers 
compensation and general liability. 

22.2.1.2 Insurer-Agent Relationships 
An important distinction between insurer-agent relationships across the different 
property-liability insurance distribution systems in the United States lies in which 
party owns the policy "expirations" or customer list. Under independent agency and 
broker distribution, the ownership rights to the customer list accrue to the agent. This 
means that the insurance firm cannot contact the customer for policy renewal or for 
the sale of additional products, without doing so through the agent. With exclusive 
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Table 2 
Trends in Direct Writer Market Shares U.S. Property-Liability Insurance 

Line of Business 1980 Share (percent) 1997 Share (percent) Change 

Private Passenger Automobile 
Physical Damage 60.9 69.2 +8.3 
Liability 60.5 67.8 +7.3 

Homeowners Multiperil 45.0 63.3 +18.3 

Commercial Multiperil 12.2 19.1 +6.9 
Workers Compensation 22.1 19.8 -2.3 
General Liability 17.8 15.6 -2.2 
Fire 24.4 37.0 +12.6 
Ocean Marine 9.8 13.0 +3.2 
Inland Marine 22.8 27.0 +4.2 
Boiler and Machinery 33.2 25.9 -7.3 
Allied Lines 20.6 30.5 +9.9 

agency contracts or employee agents the insurance firm retains ownership of the cus­
tomer list. 

Compensation systems for the independent agents also tend to differ from those 
of the tied agents. Independent agents (including brokers) are generally compensated 
wholly by commissions. The commission rate varies across insurance products, with 
new policies and renewal policies often receiving the same commission rate. Many 
insurers also pay profit-contingent commissions to independent agents, based upon 
premium volume and the loss ratio of the business sold for the insurer. Exclusive 
agents are also generally paid by commission. Commission rates tend to be lower than 
those for the independent agent, and commission rates for renewal policies are lower 
than those for new business. There is also some evidence that exclusive agents are 
less likely to receive profit-contingent commissions than independent agents (Regan 
and Tennyson, 1996). However, other forms of compensation or company benefits, 
including participation in retirement plans, may be afforded exclusive agents. 
Employee sales agents tend to be compensated at least partially by salary rather than 
commission, and many are compensated wholly by salary and bonus schemes rather 
than commissions. 

The provision of agent training and support by insurers using exclusive agents or 
employee sales forces tends to be greater than that provided to independent agents. 
Exclusive agency insurers often treat new agents as employees during a specified train­
ing period. The agent becomes an independent contractor paid on a commission basis 
only after this period (Rejda, 1998). Exclusive agency insurers also advertise more 
heavily than the independent agency firms, who may rely more on agent marketing 
efforts (Regan, 1997). 

Customer service functions such as billing and claims processing are performed 
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by the insurance company under the exclusive or employee agency system. Tradi­
tionally, the independent agent himself provided most of these services for his cus­
tomers. In recent times, insurers using independent agents have begun to provide these 
services more centrally. 5 Starting in the mid-1980s many independent agency in­
surers moved claims handling, premium collection, policy issuance and communica­
tion functions away from the agent to insurer-controlled service centers. Another type 
of restructuring is the provision of customer service functions in combinations of inde­
pendent agencies rather than at the individual agency level. Under the insurer service 
center model commission payments to agents are reduced to reflect the reduction in 
agent service activities. Under the agent service center model each agent pays fees to 
the center to support the service provision, and insurers generally must agree to the 
servicing arrangements. 

22.2.2 Life Insurance 

As in property-liability insurance, distribution via professional agents is the dom­
inant form of life insurance sales. In most countries, including the United States, 
Canada, Germany and Japan, the majority of life insurance agents are either em­
ployees or exclusive agents who sell the products of only one company. However, 
there are countries such as the United Kingdom where brokers and financial service 
advisors are more prevalent. Mass-marketing companies are making significant 
inroads in some countries, and the sale of life insurance products through banks is 
also gaining acceptance. The latter trend is particularly true in European countries, 
most notably France, where bank sales represent over 50 percent of life insurance 
premiums.6 

The differences across life insurance distribution systems in the United States are 
less pronounced than those in property-liability insurance. Importantly, in life insur­
ance there are no differences regarding ownership of policy renewals, with the insur­
ance company typically retaining ownership under all systems. However, there are 
differences in the degree of vertical control of the distribution system. Insurers may 
operate an exclusive agency system in which independent contractors are contractu­
ally bound to sell the products of only one insurer. This is commonly called the career 
agency system, where the insurer invests heavily in recruiting and training a dedicated 
sales force. The career agency force may be directly managed by the insurer through 
a branch office network, or through non-employee managing general agents who 
operate with the authority of the insurer. Insurers may also be represented by inde­
pendent agents or brokers with non-exclusive representation contracts. In this case, 
the insurer's control of the distribution channel is much looser, and the insurer does 
not invest in agency building. 

5 See Anderson, Ross, and Weitz, 1998, for a discussion of the creation of more vertically integrated 
relationships between independent insurance agents and insurers. 

6 These data are from Skipper, 1998. 
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22.2.2.1 Market Shares 
U.S. life insurance market shares by distribution system are presented in Table 3. The 
table shows the share of total premiums generated by each distribution system for 
each major product category in 1995. The data are constructed from reports at the 
individual firm level, and each firm is catalogued by its primary distribution system. 
It should be noted that although most firms do have a primary distribution system, it 
is relatively rare for a life insurance firm to use a single distribution method for all 
products and markets (Carr, 1997). Hence, the market shares reported here are only 
an approximation of true premium shares by distribution system. 

The table shows that the most prevalent method of distribution is the career 
(exclusive) agency system. Career agency firms have a 78 percent market share 
overall; non-career (independent) agency distributors obtain a 16.4 percent market 
share, and mass marketing insurers take the remaining 5.6 percent. Market shares for 
life insurance products are even more skewed toward career agency, especially in ordi­
nary and group life, which account for the bulk of life insurance premiums. However, 
annuity sales account for the majority of total life insurance and annuity revenues (62 
percent using 1995 data), and both independent agency insurers and mass-marketers 
obtain greater market shares for annuity products. The independent agency market 
share in individual annuities is 31.6 percent, and in group annuities it is 22.1 percent. 
Mass marketers achieve a 12.7 percent share of the individual annuities market and 
a 9.0 percent share ofthe group annuities market. 

Total premium volume represents premiums collected in a particular year, irre­
spective of when the original policy was sold. Due to the long term nature of most 
policies in this industry, market shares by total premium volume will thus overstate 
the share of current sales for a distribution system experiencing market share declines, 
and understate the share of current sales for a distribution system experiencing market 
share gains. To provide better evidence on market shares of current sales, and to 

Table 3 
Market Shares by Distribution System U.S. Life Insurance, 1995 Total Premium 
Volume 

Line of Business Career Agency Independent Agency Mass Marketer 
(percent) (percent) (percent) 

Ordinary Life Insurance 89.5 7.6 2.9 
Group Life Insurance 85.3 9.6 5.1 
Credit Life Insurance 65.5 5.1 29.5 
Industrial Life Insurance 96.8 2.4 0.8 
Individual Annuities 55.7 31.6 12.7 
Group Annuities 68.9 22.1 9.0 

Total 78.0 16.4 5.6 
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provide some insight into market share gainers and losers, Table 4 presents the market 
shares of each distribution system using new premium volume rather than total 
premium volume. New premiums are those arising from the sales of new policies in 
the reported year. 

Table 4 shows that, relative to the share of total premiums, independent sales 
agents achieve a greater share of new annuity premiums, especially group annuities. 
In group annuities, the independent agents' share of new premiums is 62.1 percent, 
although its share of total premiums is only 22.1 percent. In group annuities this 
increase comes solely at the expense of the career agency system, with the market 
share of mass marketers also slightly higher than their share of total premiums. Both 
the career agency and independent agency systems achieve higher shares of new pre­
miums than of total premiums in the individual annuity market, with mass marketers 
experiencing a decrease. The market shares of new premiums and total premiums in 
life insurance lines are relatively constant for all distribution systems, except for group 
life and credit life, where mass marketer shares of new premiums are higher. This 
increase comes primarily at the expense of the independent agency system. Taken 
together, these findings indicate that market shares for annuities are more fluid than 
market shares in life insurance products, with the career agency system losing 
significant market share to the independent agency and mass marketing distribution 
systems. 

22.2.2.2 Insurer-Agent Relationships 
In the United States, life insurance agents with ties to a single insurer are organized 
under branch offices or managing general agents of the insurance company. Under the 
branch office system, the selling agents report to the regional office, and agent recruit­
ment, training and oversight are often provided at this level of the organization. Under 
the general agency system the managing general agent is an independent contractor 

Table 4 
Market Shares by Distribution System U.S. Life Insurance, 1995 New Premiums 
Only 

Line of Business Career Agency Independent Agency Mass Marketer 
(percent) (percent) (percent) 

Ordinary Life Insurance 90.9 7.0 2.1 
Group Life Insurance 85.9 7.0 7.1 
Credit Life Insurance 63.9 3.9 32.2 
Industrial Life Insurance 98.7 I.3 0.0 
Individual Annuities 58.9 36.2 4.9 
Group Annuities 26.3 62.1 11.6 

Total 69.8 24.0 6.2 



718 Handbook of Insurance 

who invests his own capital, and is charged with building a full-time career agency 
sales force for a single insurer. The managing general agent typically is not engaged 
in personal selling, but is paid an override on the commissions ofthe producing agents. 
As in property-liability insurance, company-provided training and other evidence 
of committed relationships with agents are relatively higher under these tied agency 
systems than under other agency systems. 

Independent agency in life insurance takes two primary forms, known respec­
tively as personal producing general agency and brokerage. Unlike managing general 
agents, the principal goal of the personal producing general agent is to sell insurance. 
Although the personal producing general agent may have a primary relationship with 
a specific insurer, the personal producing agent, and the selling agents appointed 
by the personal producing general agent, may sell the products of more than one 
company. Like brokerage in property-liability insurance, life insurance brokers rep­
resent the products of more than one insurer. Typically, the insurer fills the role of 
product manufacturer, providing products for life insurance sales outlets that may be 
developed by other organizations. For example, many brokerage insurers distribute 
their products through the independent agency forces of property-liability insurers, or 
through securities dealers or banks. Brokers are appointed by the insurer as autho­
rized representatives, and are compensated solely on a commission basis. 

Under all distribution systems in life insurance, agent compensation is largely via 
commissions. Life insurance commission schemes tend to be weighted heavily toward 
motivating sales of new policies, rather than rewarding renewals or profitability. A 
large fraction of the first year premium paid by the consumer is often devoted to 
the sales commission, with a much smaller percentage of annual renewal premiums 
(sometimes for up to 10 years) also being paid as commission. A recent survey of life 
insurer business practices in the United States reveals first year commission rates for 
individual life insurance ranging from 50 percent to 120 percent of the first year 
premium. These rates did not vary systematically across the distribution system 
employed (Wharton Financial Institutions Center, 1997). 

22.3 DIRECT WRITING VERSUS INDEPENDENT AGENCY 

There is a large academic literature focused on questions regarding which of the 
general methods of distributing insurance products is more efficient. The vast major­
ity of these studies have been undertaken in property-liability insurance rather than 
life insurance. This is probably due to the greater differences in organizational rela­
tionships between firms and agents under the property-liability systems. Moreover, 
the historical development of property-liability distribution systems in relation to the 
regulation of rates in this industry has made these differences starkly apparent. 

Comparative studies of insurance distribution systems typically group the various 
systems into two main categories, based upon the degree of vertical control of the 
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sales force. The two broad categories analyzed are "direct writer" and "independent 
agency". The direct writer category encompasses mass marketing, the use of employee 
sales agents, and exclusive agents. The independent agency category encompasses 
both the independent agency system of marketing and the use of insurance brokers. 

There are two distinct bodies of literature on insurers' choice of distribution 
systems. The first, a largely empirical literature, compares the relative costs or 
profitability of the two distribution systems. These studies have consistently found 
that property-liability insurers using the independent agency system have higher costs 
than those using direct writing. The second literature attempts to interpret or explain 
the coexistence of the two systems in light of these observed cost differences. Early 
papers in this literature viewed the continued existence of independent agency as 
viable only in the short run; more recent papers argue that distribution system coex­
istence is a long run equilibrium. We begin with a summary of the findings of the cost 
and profit estimation literature, and then discuss the theoretical explanations for dis­
tribution system coexistence. 

22.3.1 Cost and Profit Comparisons 

A number of prominent studies compare the average costs of property-liability insur­
ance distribution systems. Most of these studies use data on insurance firms or groups 
to estimate a regression model of insurer average variable costs, incorporating a 
dummy variable to distinguish firms with different distribution systems. Under the 
assumption that insurers offer homogeneous products and use identical production 
technologies, a coefficient estimate on the dummy variable which is significantly dif­
ferent from zero implies average cost differences across the two distribution systems.7 

The first such analysis is by loskow (1973), in his study of the industrial organi­
zation of the property-liability insurance industry. loskow measures costs as the ratio 
of underwriting expenses to premiums (the expense ratio), and estimates linear models 
of the expense ratio as a function of total premium volume, reinsurance use, owner­
ship form (stock or mutual) and distribution system. Using data on 157 fire and auto­
mobile insurance groups for 1970-1971, loskow estimates that the expense ratios 
of insurers using direct writing are approximately 11 percent lower than those of 
insurers using independent agency. 

More recent studies examine cost differences for later time periods, and incor­
porate model specification and data refinements to loskow's basic analysis. Cummins 
and Vanderhei (1979) examine a total variable cost measure as well as the under­
writing expense ratio. Total variable costs include loss adjustment expenses (costs of 
claims settlement) in addition to underwriting expenses. If independent agency firms 
are more likely to perform loss adjustment at the agent level, the costs of claim 

7 See Braeutigam and Pauly, 1986, for a critique of this methodology when insurance products are not 
homogeneous. 
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settlement will appear as part of underwriting expenses for independent agency firms 
but not for direct writing firms. This accounting difference could produce apparent 
differences in costs if measured by the expense ratio. These authors also estimate log­
linear models of costs premised on a Cobb-Douglas production function. Barrese and 
Nelson (1992) refine the distinctions between direct writer and independent agency 
insurers by incorporating a continuous variable defined to be the percentage of an 
insurance group's premiums obtained from independent agents, and by adding an 
additional dummy variable for groups using direct mail methods or salaried employee 
distributors. They also experiment with using incurred losses as the insurer's output 
measure rather than premium revenue. 

Even with these refinements, both sets of authors find results that are consistent 
with Joskow's. Direct writers are found to have lower average costs both overall and 
for automobile physical damage insurance separately, and the results hold under 
both linear and log-linear model specifications. These studies also find no significant 
decline in the direct writer cost advantage over time. Cummins and Vanderhei use data 
for the time period 1968-1979, and Barrese and Nelson use data for the period 
1978-1990; neither study finds evidence that the cost difference across distribution 
systems is smaller in the later years of their respective sample periods. 

Regan (1999) extends this type of analysis to a much larger sample of firms, and 
analyzes a larger variety of property-liability insurance lines. In regression models 
of underwriting expense ratios for personal automobile liability, personal automobile 
physical damage, homeowners multi-peril, commercial multi-peril, workers compen­
sation and general liability insurance for 260 firms in 1990, Regan finds that direct 
writer cost advantages differ significantly across lines. Direct writers' expense ratios 
are significantly lower than those of independent agency firms in homeowners and 
commercial multi-peril insurance, but not in the other lines of insurance examined. 
Consistent with previous studies, however, her results show that direct writers have 
significantly lower expense ratios when all lines of business are combined. 

Rather than testing for differences in expense ratios, Berger, Cummins and Weiss 
(1997) use frontier efficiency analysis to examine differences in both cost and profit 
efficiency across property-liability insurance distribution systems.8 Their estimation 
methodology improves over previous studies by allowing for efficiency differences 
across individual firms rather than simple intercept shifts between direct writer and 
independent agency firms on average, and by estimating a multi-product cost func­
tion derived from economic theory. Consistent with the results from earlier studies, 
these authors find that independent agency insurers are significantly less cost efficient 
than direct writers. However, they find no significant differences in profit efficiency 
across the two distribution systems.9 The authors interpret this finding to indicate that 

8 See Chapter 26 by Cummins and Weiss of this volume for an in depth discussion of this 
methodology. 

9 An earlier study by Cather. Gustavson and Trieschmann, 1985, compared the mean accounting prof­
itability levels of 68 insurance groups for each year in the time period 1975 to 1982, and also found little 
evidence of profitability differences across firms using different distribution systems. 
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product quality or service differences underlay distribution system coexistence, rea­
soning that such differences will be manifested in costs but not in profits. 

Several other studies have hypothesized that the higher expense ratios of inde­
pendent agency insurers may reflect greater service or quality provision. 1o Etgar 
(1976) looks for direct evidence of quality or service differences across distribution 
systems by comparing the services provided by 116 personal lines agents operating 
in the state of California. Using data from a survey of agent practices, the study reveals 
that independent agents intervene in claims settlement significantly more often than 
exclusive agents, but finds no other significant difference in service provision. A larger 
survey of independent agency operations is undertaken by Cummins and Weisbart 
(1977), obtaining responses from nearly 700 personal lines agents in three different 
states. While this study finds that independent agents are significantly more likely to 
provide claims assistance and to review coverages more frequently than tied agents, 
in other areas independent agents provide less service than tied agents. 

To surmount the difficulties associated with comparing multiple measures of 
service, and to capture service provision by the insurance company as well as its 
agents, Doerpinghaus (1991) measures customer service indirectly by examining con­
sumer complaints to regulators. She posits that better customer service will lead to 
fewer complaints, and thus tests the hypothesis that independent agency insurers 
receive fewer complaints than tied agency insurers. Her empirical analysis uses data 
from three state insurance departments regarding consumer complaints about indi­
vidual insurance firms. Regressions of each firm's rate of complaints on firm charac­
teristics plus an indicator variable for the firm's distribution system produce no 
evidence of significant differences in complaint rates across the two systems. A 
follow-up study by Barrese, Doerpinghaus and Nelson (1995) uses complaint data 
from five states, a richer empirical model and tobit estimation methods rather than 
ordinary least squares. This study finds that independent agency insurers receive fewer 
complaints when the data from all five states are pooled, and in two of five individ­
ual states studied. This provides evidence of greater satisfaction on the part of inde­
pendent agency customers, and hence is not inconsistent with superior service or 
quality provision by independent agency insurers. II 

On balance, however, existing studies present mixed evidence of superior 
service provision by independent agency insurers or their agents. The focus of many 
of these studies on personal insurance lines may provide a partial explanation. Recall 
that independent agency insurers have lost significant market share in the personal 

10 Venezia, Galai and Shapira (1996) develop a theoretical model which shows that tied and indepen­
dent agency insurers may coexist in equilibrium when independent agents provide greater assistance in 
claims processing. Under the additional assumption that consumers have private information about their 
risk types, it is shown that higher risk consumers will choose independent agency insurers, which will in 
turn offer higher prices and lower deductibles in equilibrium. 

II Of course, if consumer complaints are made only when service fails to live up to expectations, there 
is the possibility that selection bias in the distribution system clienteles will affect these results. For 
example, if shopping with a particular distribution system is correlated with service expectations or innate 
tendencies to file complaints, the study results may be compromised. 
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lines over time. If independent agency firms enjoy a competitive advantage in service 
provision, but personal insurance lines are not service-intensive, this could explain 
both the lack of independent agent service advantages found in these studies, and 
the lower independent agency market share in these lines. A difficulty of interpre­
tation arises, however, because these studies do not relate differences in service 
provision to the costs incurred by insurers or their agents. As a consequence, one 
cannot determine whether any observed differences in service provision are the source 
of the cost differences between the two distribution systems. This remains an open 
question. 

The one unquestioned conclusion arising from this literature is that in property­
liability insurance direct writers have lower underwriting costs on average than 
independent agency insurers. This cost difference has persisted over time, although 
it is not large, and is even insignificant, in some lines of insurance. The cost differ­
ence does not, however, translate into differences in profitability. While these findings 
appear to suggest that service, quality or product differences are the most likely 
reasons that the two distribution systems coexist, they do not rule out other pos­
sibilities. For example, even if independent agency insurers survive in the market 
only because of regulations that protect them from competition, direct writers could 
experience only normal profits if their excess profits are competed away via adver­
tising or other non-price competition. As a second example, if consumers fail to pur­
chase from low-cost providers due to search costs or switching costs, independent 
agency firms could earn supra-normal profits despite having higher costs than direct 
writers. 

More generally, the coexistence of a high-cost and a low-cost distribution system 
in the industry could be simply a short run phenomenon, or it could be a long-run 
equilibrium. Recall that independent agency was the original distribution system in 
the industry, and direct writing developed later. Hence, the observed use of indepen­
dent agency could be a temporary phase in the evolution of the industry. Alternatively, 
there may exist conditions under which independent agency is optimal for firms and 
consumers, despite its higher costs. Under these circumstances independent agency 
will continue to exist in long run equilibrium. Both of these views have been put 
forward in the literature, with the latter gaining greater prevalence over time. We 
review the arguments and evidence for each below. 

22.3.2 Slow Adjustment Theories 

Joskow (1973) advances a regulatory protection hypothesis for the continued exis­
tence of independent agency insurers. This hypothesis is based on the observation that, 
at the time of his study, direct writers had both lower market shares and higher price­
cost margins in automobile insurance markets in which rates were regulated than 
in those that were not. 10skow argues that the direct writers are a low cost oligopoly 
protected by entry barriers, and their failure to take over the market is profit-
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maximizing behavior in the face of short run capacity constraints and price floors 
created by rate regulation. 

At the time of ]oskow's study, insurance rates were regulated in all states except 
California, Illinois and New York. Joskow's conjecture became a testable hypothesis 
when a larger number of states deregulated insurance rates in the 1970s. Since that 
time, several studies have examined the impact of rate regulation on the market shares 
of direct writers. Most of these studies use regression models of state-wide market 
shares of direct writers, and test for regulatory effects by including a dummy variable 
for regulated states. 12 The evidence is somewhat mixed, but generally supports the 
hypothesis that direct writers have lower market shares in regulated markets. Contrary 
to Joskow's findings, however, the more recent evidence also suggests that rate regu­
lation creates price or profit ceilings rather than price floors. 

These results have several possible interpretations. First, it is possible that rate 
regulation reduces price competition and thereby increases the market shares of higher 
cost independent agency firms. Note that if rate regulation imposes price ceilings, the 
price advantage of low cost firms will be lower and hence their market share may be 
lower (Pauly, Kunreuther and Kleindorfer, 1986). Alternatively, it may be that low cost 
direct writer firms choose to lower their market shares in regulated states. This could 
occur if regulation limits firms' profits, and low cost firms can earn supra-normal 
profits in unregulated states (Suponcic and Tennyson, 1998). Finally, it is possible that 
the differences in market shares of direct writers in regulated and unregulated states 
are due to omitted effects that are simply correlated with rate regulation. 

Analyzing state level data for the late 1970s, Pauly, Kleindorfer and Kunreuther 
(1986) find that the effect of regulation on direct writer market shares is greatly 
diminished when the 1969 market share is included in regressions as a control 
variable. Given that virtually all states regulated rates in 1969, this finding suggests 
that unobservable differences in state environments (and not regulation) are the 
primary determinants of direct writer market shares. Consistent with this, Regan and 
Tennyson (1996) find no effects of regulation on direct writer automobile insurance 
market shares in the 1980s once the correlation between direct writer market shares 
across lines of business in a state is accounted for. Similarly, using data from 1971 to 
1983, Gron (1995) finds no significant effect of rate regulation on direct writer market 
shares when variables representing the political influence of insurance agents are 
included in regression models. She argues that it is the political actions of agents, 
rather than reduced price competition, that reduces direct writer shares under rate 
regulation. 

An analysis of market shares by Grabowski, Viscusi and Evans (1989) suggests 
a different interpretation. These authors find that, in states which deregulated auto­
mobile insurance rates in the 1970s, direct writer market shares increased significantly. 

12 See, for example, Pauly, Kleindorfer and Kunreuther, 1986; Grabowski, Viscusi and Evans, 1989; 
Gron, 1995. 
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This suggests that regulation had some direct effects, at least in these states. In addi­
tion, for the late 1980s, Suponcic and Tennyson (1998) find that the growth in direct 
writer market shares is slower in several of the most stringently rate-regulated states, 
and that this effect is greatest for the lowest-cost direct writer firms. Both sets of 
results are consistent with the view that low cost firms choose to reduce their market 
shares in regulated environments. 

It is important to note, however, that by the 1990s there is little difference in direct 
writer market shares in regulated and unregulated states on average. For example, in 
1995 direct writing firms averaged a 67.1 percent market share in regulated auto­
mobile insurance markets compared with an average 68.1 percent share in unregu­
lated markets (Cummins, Phillips and Tennyson, 1999). Moreover, as noted earlier, 
independent agency insurers continue to dominate in some commercial lines of prop­
erty-liability insurance, in which rates tend to be less heavily regulated. Thus on the 
whole, although it appears that rate regulation may have slowed direct writers' growth 
in automobile insurance markets, the continued existence of the independent agency 
system does not stem from rate regulation. 

Of course, market imperfections not created by regulation could sustain high cost 
firms in the short run. Several deviations from perfect competition have been docu­
mented in insurance markets. Information about insurance prices and quality may 
spread only slowly among consumers, who tend to obtain this information from family 
and friends (Berger, Kleindorfer and Kunreuther, 1989). Seog (1999) finds that there 
are conditions under which a slow learning process could prevent consumers from 
moving to a lower cost distribution system, even in the long run. Costs associated with 
finding price information could also allow high cost firms to survive in the market, 
as costly search will imply that not all consumers identify the lowest cost firm. Dahlby 
and West (1986) present evidence that price dispersion in automobile insurance 
markets is consistent with costly price search, and Mathewson and Winter (1983) find 
evidence consistent with costly search in life insurance markets. Switching costs, due 
for example to imperfect rating models, could also lead to some consumers using high 
cost firms in equilibrium. Schlesinger and von-der-Schulenberg (1992) find that con­
sumers are imperfectly informed about insurance prices, and that consumers switch 
insurers only for large price reductions. This pattern is consistent with both search 
and switching costs. 

While market imperfections could lead to the slow evolution of the industry 
toward the use of direct writing, little direct evidence has been presented in the liter­
ature to gauge their importance for distribution system market shares. More impor­
tantly, the idea that market failures sustain an inefficient distribution system fails to 
address the question of why firms would continue with the inefficient system. It has 
been argued that contractual constraints prevent independent agency insurers from 
changing systems, and agent ownership of the customer list is surely a significant 
barrier to change. However, some insurers have partially changed their distribution 
systems or instituted multiple distribution systems through divestitures, acquisitions 
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or new subsidiaries. The changes in insurer-agent relationships discussed earlier in 
the chapter also imply that independent agency is now less distinct from direct writing 
than in the past. Despite this, the fact that independent agency continues to serve 
nearly halfthe total market, and over 70 percent of the commercial market, casts doubt 
on the idea that there is no efficiency basis for its existence. A number of recent studies 
have examined the coexistence of independent agency and direct writing from this 
perspective. 

22.3.3 Equilibrium Coexistence Theories 

The economic theory of the firm maintains that the organizational choices of firms 
will be made in an optimizing manner, just as are the operating decisions of ongoing 
firms.13 Under this theory, organizational form is chosen to minimize both the pro­
duction and agency or transaction costs associated with incomplete information. This 
implies that when more than one organizational form is observed in an industry, there 
must exist differences in firms' operating or contracting environments which lead them 
to efficiently choose different organizational forms. 

Within this theoretical framework, the relevant question is the identity of the key 
factors that determine the efficiency of one organizational form over others. Two 
general classes of arguments have been applied to the choice of insurance distribu­
tion system using this perspective. The first focuses on incentive conflicts between an 
insurer and its sales agents or its customers, and the second focuses on consumer 
search costs in markets for insurance. 

22.3.3.1 Incentive Coriflicts 
Marvel (1982) theorizes that direct writing protects the promotional efforts of the 
insurance firm. Suppose, for example, that customers are attracted to a sales agent by 
an insurance firm's promotions for its specific product. If the agent sells other insur­
ers' products as well, he may have a financial incentive to switch customers to the 
product of a non-advertising firm, to avoid paying a share of promotion costs passed 
on by the advertising firm. The customer may have an incentive to switch to this 
product as well, due to its lower price. This potential for free-riding will reduce the 
level of advertising expenditures chosen by each insurance firm dealing with an inde­
pendent agent. The prediction of this theory is therefore that when insurer-level adver­
tising is the most efficient way to increase product sales, direct writing will be used 
because it preserves the incentive to invest in advertising. 

Marvel provides empirical support for this theory by demonstrating that inde­
pendent agency insurers spend relatively less on advertising than direct writers. Evi­
dence consistent with the theory is also provided by the observation that independent 

13 Important early works taking this perspective include Alchian and Demsetz, 1972; Jensen and 
Meckling, 1976, Williamson, 1979; and Fama, 1980. See Holmstrom and Tirole, 1990, for a complete 
review of the theoretical literature. 
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agency is more prevalent in commercial insurance lines where, presumably, brand 
advertising is less important than in personal lines. Marvel also interprets the higher 
commission rates of independent agents as payment for greater agent level promo­
tional effort. 

Grossman and Hart (1986) make an argument regarding investment incentives 
that is similar to Marvel's, but allow for moral hazard on the part of both the insur­
ance firm and the agent. In this setting efficiency requires that ownership rights to 
productive assets must be given to the party whose investments most greatly affect 
the value of those assets, because ownership increases investment incentives. The key 
productive asset in insurance sales is the customer list, and hence ownership of the 
customer list will optimally be assigned to that party (insurer or agent) whose invest­
ments are most important to the value of the list. Firm ownership of the list will be 
preferred when the list size is the most important determinant of profitability, and 
hence the insurer's brand investments are most important. Agent ownership will be 
preferred when customer persistency is the most important determinant of profitabil­
ity, and hence the agent's services are most important. This reasoning implies that 
independent agency will be used when agent services are relatively important to 
insurer profitability. Like Marvel's, this theory is also consistent with the prevalence 
of independent agency in commercial insurance (if agent services are important in 
building the client list in these lines), and higher commission payments to indepen­
dent agents (because of agent efforts in building the client list). 

Sass and Gisser (1989) theorize that direct writing reduces the costs associated 
with an agent's sales effort being divided among competing brands. Direct writing 
lowers the agent's opportunity cost of sales effort devoted to a given firm's product, 
which allows the firm to pay a lower commission rate per policy. The only limitations 
to the use of direct writing under this theory are firm and market size. In order for a 
firm to attract tied agents, the firm must be able to offer the agent a larger sales volume 
to overcome the lower commission rate. 

To provide evidence for their theory, Sass and Gisser estimate a probit model of 
the probability that an insurance group is a direct writer. Using data on 116 property­
liability insurance groups from 1974, they find that firm size and insurance market 
density are positively correlated with the use of direct writing. This is consistent with 
the view that direct writing is limited by the size of the market. In regression models 
of insurer commission payments, the authors also find direct writers pay lower com­
mission rates, even after controlling for advertising expenditures and line of business 
specialization. This is inconsistent with the view that tied agents' commission rates 
are lower only due to implicit charges for insurers' advertising. 

Regan and Tennyson (1996) present an alternative model of agent effort differ­
ences across distribution systems. They argue that independent agency provides agents 
with greater incentives to exert (unverifiable) effort in risk selection and classifica­
tion. The incentive differences across independent agency and direct writing arise 
because the independent agent can extract a share of the residual profits from his 
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efforts, through his ability to place desirable risks with other firms. Tied agents with 
no such leverage must be compensated directly for their risk assessment efforts, even 
if these efforts do not lead to higher profits. Under this theory, the total cost of inde­
pendent agent compensation will be greater as a result of profit sharing and commis­
sion competition across insurers. However, the marginal cost of compensating an 
independent agent for information gathering effort will be lower. Independent agency 
will thus be more efficient only when subjective information provided by the agent is 
important to profitable underwriting. When applicants can be sorted using verifiable 
information or standardized classification algorithms, direct writing will be preferred 
due to its lower cost. 

Regan and Tennyson estimate regression models of state level market shares of 
direct writers using panel data for 1980-1987. Consistent with their views of the role 
of independent agents in risk assessment, these regressions show that direct writer 
shares are lower in markets where risk exposures are relatively heterogeneous and 
complex, and thus more difficult to classify using standardized tools. In regression 
models of insurer commission payments, the authors also find that independent agency 
insurers pay a larger proportion of agent commissions on a profit-contingent basis. 
This is consistent with their theory, since profit-contingent-commissions reward an 
agent for distinguishing profitable from unprofitable business. 

Kim, Mayers and Smith (1996) focus on potential incentive conflicts between the 
insurer and consumer as the prime determinant of distribution system choice. They 
argue that independent agents should be more effective at monitoring and preventing 
opportunistic behavior by insurers, due to the agent's ownership of the customer list 
and his relationship with several insurers. Hence, independent agency should be used 
when agent monitoring of the insurer is important to consumers. Because policy­
holders are the ultimate owners of the firm under the mutual form of organization, 
stock insurers may require more monitoring on policyholders' behalf. This theory thus 
predicts a relationship between ownership form and distribution system, with inde­
pendent agency used by stock firms and direct writing used by mutual firms. 

Using data on 1,480 individual insurance firms from 1981, Kim, Mayers and 
Smith estimate logistic regression models of distribution system use which show a 
positive and significant relationship between direct writing and the mutual form of 
ownership. These results hold even after controlling for firm characteristics such as 
size, advertising, geographic concentration and line of business concentration. The 
authors also find evidence consistent with Marvel's (1982) predictions regarding 
differences in advertising intensity across distribution systems, and with Sass and 
Gisser's (1989) predictions regarding differences in firm size across distribution 
systems. 

Regan (1997) proposes a more general transactions costs theory to determine 
distribution system choice. Transactions costs theory posits that the integration of 
functions within a firm is more likely when the costs of market transactions are high. 
Regan argues that integration (direct writing) is more likely when relationship-specific 
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investments are important, and non-integration (independent agency) confers advan­
tages when products are complex or the environment is uncertain. The need for 
relationship-specific investments favors integration because of the potential for ex-post 
opportunism under market exchange (Williamson, 1979). Regan hypothesizes that 
independent agency is preferred when products are complex because of the greater 
need for agents to intervene in insurer/customer conflicts and the need for agent par­
ticipation in risk assessment (Regan and Tennyson, 1996). Independent agency is 
preferred in uncertain environments because the agent's greater ability to diversify 
risk across insurers lowers the compensation that agents require for risk bearing. 

Regan (1997) estimates logit models of the probability that an insurer is a direct 
writer using data on 149 insurance groups from 1990. Consistent with the findings of 
Kim, Mayers and Smith (1996) she finds that direct writing is positively associated 
with the mutual form of ownership. She also finds that direct writing is positively 
related to insurer advertising and technology investments, and associated with lower 
risk and lower product complexity. These findings are consistent with her hypothesis 
relating distribution system use to transactions costs. Her findings are also consistent 
with the arguments of Marvel (1982) regarding advertising and those of Regan and 
Tennyson (1996) regarding product complexity. 14 

22.3.3.2 Search Costs 
There is a small strand of literature focusing on costly consumer search as the reason 
for the equilibrium coexistence of independent agency and direct writers. What dis­
tinguishes this literature from the literature arguing that costly search preserves an 
inefficient distribution system is the assumption that the distribution systems differ 
materially in ways other than costs. This literature notes that the search for informa­
tion about insurance prices and products is part of the purchase process, and that direct 
writer and independent agency distribution systems differ with respect to how con­
sumers can search for information. Under direct writing, each individual insurer must 
be contacted for price and product information. Under independent agency, the agent 
may serve as an intermediary between the consumer and multiple insurers. This dif­
ference in search processes provides a rationale for firms and consumers of differing 
characteristics to choose different distribution systems. 

Posey and Yavas (1995) present the first formal analysis ofthis type. These authors 
model the insurance purchase transaction as requiring two-sided search, due to dif­
ferences in risk characteristics across consumers and product differentiation across 
insurers. Independent agents act as middlemen in facilitating these matches. Shop­
ping with an independent agent guarantees a match in a single search, while shop­
ping in the direct writer sector requires sequential search. The model assumes that 

14 Regan and Tzeng (1999) provide additional evidence on the relationship between insurance distribu­
tion system and ownership form. This study explicitly treats the choice of distribution system and owner­
ship structure as jointly determined, to control for the fact that common exogenous factors may influence 
both choices. The findings confirm the view that stock ownership and independent agency distribution are 
likely to be observed together. 
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price is exogenously set at the zero-profit level, and the only element in the search 
process is for appropriate coverage. Under fairly general conditions, the authors are 
able to derive coexistence equilibria in this model. In most of these equilibria, con­
sumers with high costs of search choose the independent agency system. 

Posey and Tennyson (1998) analyze distribution system coexistence under pure 
price search. Similar to Posey and Yavas, these authors assume that shopping in the 
independent agency sector entails nonsequential search, while shopping in the direct 
writer sector entails sequential search. However, in this model it is assumed that prod­
ucts are homogeneous and prices are determined endogenously. Under certain condi­
tions regarding the relative distributions of production and search costs, they find that 
both distribution systems may exist in equilibrium. The constructed equilibrium is one 
in which low production cost producers and low search cost consumers utilize the 
direct writer sector, while high cost producers and high search cost consumers utilize 
independent agency. 

The search-based models of distribution system choice have not been extensively 
tested. Posey and Tennyson (1998) show that price levels and price variances for inde­
pendent agency and direct writers in automobile insurance are consistent with the pre­
dictions of a price search model. However, more direct evidence relating consumer 
search costs to distribution system choice is needed to test the relevance of these 
models. 

22.3.3.3 Open Issues 
The theories of equilibrium coexistence of direct writer and independent agency dis­
tribution systems yield predictions consistent with a number of features observed in 
the property-liability insurance industry. This congruence of theoretical predictions 
and observed phenomena provides support for the general view that distribution 
system choices have an efficiency basis. The more detailed empirical evidence dis­
cussed in the previous section also makes clear that there are substantial differences 
in organization, product specialization and agent compensation across firms using dif­
ferent distribution systems. However, given the similarities in predictions derived from 
the alternative theories, obtaining empirical support for one theory to the exclusion 
of others has proven difficult. The empirical evidence thus far suggests that many 
factors playa role in determining distribution system choice, and leaves open the ques­
tion of their relative importance. Other studies that could advance our understanding 
of this question include examination of the distribution system choices of new entrants 
to the industry, analysis of the relative success of firms using the same distribution 
system, and analysis of distribution system use in relation to consumer shopping 
behaviors. 

Two other topic areas that have not received much study may also shed further 
light on the determinants of distribution system use. The first of these is the choice 
of distribution systems by life insurance firms. Many of the conditions argued to be 
at work in the choice of distribution system by property-liability insurers should exist 
in the life insurance industry as well. Carr, Cummins, and Regan (1999) present a 
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transaction cost analysis of distribution system choice in life insurance. 15 Consistent 
with traditional transaction cost reasoning, they find that tied agency is more preva­
lent among life insurance firms that sell complex products. 16 Further, after controlling 
for product specialization and other firm characteristics, the authors find no signifi­
cant differences in overall cost efficiency across life insurance distribution systems. 17 

These findings are quite distinct from the findings of studies in property-liability 
insurance. One intriguing explanation is that life insurance firms have optimally 
aligned distribution systems with product characteristics and markets, and are thus in 
equilibrium. Another interesting possibility is that the findings in property-liability 
insurance are driven primarily by the differences in client list ownership across dis­
tribution systems, which do not occur in life insurance. A final potential explanation 
is that there are measurement difficulties in the life insurance industry, due to the use 
of multiple distribution systems within a single firm (Carr, 1997), or due to omitted 
factors such as bank alliances or other marketing relationships. Further research into 
this question would be useful. 

Another open question in the literature is the vertical separation between insur­
ers and agents. The primary focus of the theoretical arguments has been on compar­
isons of the direct writer and independent agency distribution systems. Yet both of 
these systems most often involve vertical separation of the agent from the insurer; rel­
atively few insurers utilize an employee sales force. The more natural question arising 
from the economics literature on transactions or contracting costs is the choice of 
internal versus external sales forces. Several studies have documented that insurers 
using an employee sales force or mass marketing have lower costs than other insur­
ers (Barrese and Nelson, 1992; Regan, 1993; Carr, Cummins and Regan, 1999). 
Research examining why vertical separation is so common in insurance, and the 
determinants of this organizational choice, would increase our understanding of 
distribution system use in the industry. 

22.4 AGENT COMPENSATION AND RESALE 
PRICE MAINTENANCE 

Due to both competitive and regulatory concerns, the nature of insurance agent com­
pensation has come under increasing scrutiny within the industry and among policy 

15 Grossman and Hart (1986) present evidence of specialization in term life insurance by independent 
agency insurers. However, their arguments regarding why independent agency is optimal for term life insur­
ance rely on differences in client list ownership across the different distribution systems. In life insurance 
there are no such differences, with the insurance firm typically retaining ownership of policy renewals. 

16 Group insurance programs and individual whole life insurance were classified by the authors as rel­
atively more complex than other products, such as individual term life or credit insurance. 

17 Efficiency is measured using data envelopment techniques, which decompose cost efficiency into tech­
nical and allocative efficiency. The authors find that both independent agency and tied agency insurers are 
less technically efficient than mass marketing insurers. 
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makers. Insurance agents are most commonly compensated via commissions based 
on premium revenues sold. Concerns center on the effects of such commission 
payments on agent sales and service incentives in general, and on unethical sales 
practices in particular. 

Closely linked to the question of agent compensation is that of resale price main­
tenance. Resale price maintenance restrictions in the insurance industry prevent sales 
agents from reducing policy prices below those stated by the insurer, with agent com­
missions embedded in the retail price. While per se illegal in most industries in the 
United States since 1975 (Ippolito and Overstreet, 1996), this restrictive practice is 
not only legal but required in the insurance industry, due to state laws in effect since 
the 1940s. Because of the overwhelming use of commission-based compensation in 
insurance, these state laws are worded as "anti-rebating" laws, which prohibit agents 
from rebating any portion of their sales commission to the customer. A common jus­
tification for these laws is to discourage agents from needlessly replacing policies as 
a way of increasing commission income. Because of this link with agent compensa­
tion and incentive issues, we discuss resale price maintenance in conjunction with 
other issues regarding commission compensation. 

22.4.1 Commission Compensation 

22.4.1.1 Compensation and Incentives 
Economic theories of optimal contract design lend insight into the use of commission 
compensation for sales agents. The perspective of these theories is that sales agents 
are self-interested, and hence must be encouraged to behave in ways that further 
the interest of the firm. It is further assumed that agents have private information 
about their efforts, abilities or market conditions related to sales, and that outcomes 
for the firm (sales or profits) are only stochastically related to agent inputs (effort or 
ability). The information asymmetry between the employer and the sales agent and 
the stochastic nature of output precludes the use of direct monitoring and enforce­
ment of agent behaviors by the employer. In this environment, the compensation 
system can provide financial incentives to motivate the agent to act in the interest of 
the firm. 

The simplest form of commission plan is to pay commissions only. Such a plan 
is the least costly way to motivate a risk-neutral agent to act in the interest of the firm, 
by directly aligning the agent's compensation with the employer's payoffs. For risk­
averse agents, commission plans that involve some fixed (salary) component are 
preferable. Although the straight commission system provides the best incentives, the 
need to compensate a risk-averse agent for bearing income risk makes this form of 
compensation ultimately more costly. From this perspective, payment of salary plus 
commission reflects a trade-off between providing work incentives and sharing risk 
with the agent (Basu et ai, 1985). 

Other theoretical perspectives also predict that optimal agent compensation 
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schemes may involve some salary component. Marketing and organization theorists 
point out that straight commission schemes are poor instruments for building long 
term relationships (John and Weitz, 1989). Transactions cost theory notes that com­
mission compensation does not provide agents with incentives to invest in firm­
specific human capital (Anderson, 1985). These arguments imply that commission­
only compensation will be preferred only when the sales force is readily replaceable; 
otherwise the optimal compensation scheme will also involve a salary component. In 
this view, the optimal weighting of salary and commission compensation reflects a 
trade-off between effort incentives and relationship-building. 

These theoretical predictions about the merits of salary versus commission com­
pensation appear to be borne out in the insurance industry. For example, the com­
pensation of independent agents is often solely commission-based whereas tied agents 
often receive some additional fixed compensation. Some employee agents are com­
pensated through salary and bonuses only. These differences are consistent both with 
the greater earnings diversification opportunities of independent agents (risk issues) 
and their weaker links to a specific insurer (relationship issues). 

The heavy reliance on commission compensation in life insurance has recently 
come into question. Consistent with the theories discussed above, one specific issue 
cited by life insurers considering compensation system changes is the inability to form 
long term relationships with agents. Life insurers currently experience an average 
annual turnover rate for agents of approximately 26%, and an average four year reten­
tion rate of new agents of only 18% (Hoesly, 1996). Insurers' concern about the cost 
of this turnover suggests that the existing compensation structure may be inappropri­
ate in the current environment for life insurance products. 

22.4.1.2 Unethical Agent Behavior 
It has been argued that commission compensation does not control, and may exacer­
bate, conflicts of interest between sales agents and consumers (Kurland, 1995, 1996). 
Of particular concern in the insurance industry is the agent's incentives regarding 
disclosure and information provision, and choice of policy or product to sell (Howe 
et ai, 1994). For example, an agent might recommend a particular insurer's product 
because it generates a higher commission rather than because it is the best match for 
the consumer. These concerns should be especially salient in circumstances in which 
part of the value-enhancing input of the agent is to provide consumer information and 
aid in the choice of product. It is therefore not surprising that concerns about the 
effects of commissions on agent sales practices are particularly strong in the life 
insurance industry. 

Whether commission compensation does in fact encourage unethical behaviors 
is uncertain, as research into the effects of commission compensation on sales 
agent behavior is scarce. Kurland (1996) surveyed insurance agents regarding their 
predicted actions in scenarios that involved ethical dilemmas. Contrary to her hypoth­
esis, she finds that the percentage of annual earnings from commissions does not 
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affect insurance agents' ethical intentions toward consumers. A study by Howe, 
et al. (1994) may provide indirect evidence regarding the effect of compensation 
method on ethical behavior. This study finds that agents with higher customer 
orientation (as opposed to sales orientation) exhibit higher ethical standards in sales 
practices. If commission compensation encourages greater sales orientation, this 
finding suggests a link between commission-based compensation and unethical 
practices. IS 

The general marketing literature on sales practices provides suggestive evidence 
of a link between commission compensation and sales practices. Agents in more com­
petitive environments are more likely to approve of unethical solutions to problems, 
and the operating environment is found to affect agents' perceptions of acceptable 
sales practices. However, this literature concludes that there is no direct effect of com­
pensation practices on agent ethics. Rather, a complex set of factors which include 
the compensation system, management practices, perceived corporate codes of ethics, 
competitive pressures and the agent's personal ethics affect the ethical behavior of 
sales agents. 

22.4.1.3 Alternative Compensation Systems 
An often-suggested alternative to commission compensation for life insurance agents 
is consumer-paid fees provided to the agent (either with or without salary compensa­
tion from the insurer). Largely because of concerns about unethical agent behavior, 
regulatory commissions in several countries have considered mandating fee-based 
compensation for financial service sellers. Some U.S. states prohibit financial service 
agents from receiving both fees and commissions on the same transaction (Lefenfeld, 
1996). The hypothesized benefit of fee-based systems is that agents compensated by 
fees would have no incentive to offer biased advice regarding the merits of purchase, 
or the relative merits of alternative products. 

To highlight the issues in determining whether consumers would be better served 
under the alternative systems, Gravelle (1993, 1994) undertakes a theoretical welfare 
analysis of commission-based versus fee-based compensation systems in a life insur­
ance market. Consistent with current public policy concerns, Gravelle assumes that 
agents play an important informational role in the market. The insurance market is 
assumed to be competitive, but agents hold a monopoly in providing consumers infor­
mation about the benefits of life insurance. 

In this model, all agents have a financial incentive to exaggerate the benefits of 
life insurance to consumers if compensated by sales commissions from the insurer. 
However, even dishonest agents have some social value, because they may contact 
consumers whose true benefit from life insurance exceeds the purchase price. Replac­
ing sales commissions with fees paid by consumers mayor may not improve social 

18 Eastman, et al (1996) find that the professional ethics of insurance agents are lower than their per­
sonal ethics, but do not study the relationship between compensation methods and ethical beliefs. 
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welfare. The quality of advice will be greater under the fee-based system (that is, 
agent dishonesty will be less), as generally argued. However, the fee will be set at the 
monopoly level, and hence too few consumers will become informed and will poten­
tially make purchasing errors. This latter finding depends of course on the assump­
tion that agents have a monopoly in information provision, which is questionable 
in the current market environment. 19 Nonetheless, Gravelle's analysis demonstrates 
that the relative merits of compensation systems depend not only on agent actions, 
but on the equilibrium prices for products and services, availability of product variety 
and services, and the number of agents and insurers that enter the market under alter­
native compensation schemes. 

Another alternative to the current life insurance compensation system is to 
offer a more level commission structure, reducing first-year sales commissions and 
raising renewal-year commissions. Puelz and Snow (1995) demonstrate theoretically 
that high first-year commissions are optimal if agent efforts in attracting new cus­
tomers are more productive than agent efforts in attracting renewal customers. 
However, their analysis does not consider effects that this commission scheme may 
have on the non-sales behavior of agents. In addition to concerns about service and 
information provision, it has been argued that large first year commissions engender 
incentives for "twisting". Policy twisting is said to occur when an agent convinces a 
consumer to replace an existing policy with one of no greater benefit, in order to gen­
erate commission income for the agent. While we are aware of no empirical studies 
of the effects of commission structure on the prevalence of twisting, it is apparent that 
higher first year commissions will increase agents' incentives to replace rather than 
renew policies. 

22.4.2 Resale Price Maintenance 

In the abstract, an insurance firm can be viewed as an upstream supplier of a product 
to an insurance agent, who adds some value to the product and sells it in the retail 
market. The insurer chooses the wholesale price for the product by specifying the 
premium for the consumer and the sales commission for the insurance agent. In the 
absence of legal or contractual restrictions, the agent could alter the retail price of 
the policy by either offering a rebate of part of his commission to the consumer, or 
charging a separate service fee. Resale price maintenance restrictions prevent the 
agent from influencing the retail price in this way. In the insurance industry these 
restrictions operate as a price floor, prohibiting agents from rebating commissions to 
consumers. Resale price maintenance restrictions have received the most attention in 
the life insurance industry, where agent first-year commissions are high and hence 
there exists significant potential for rebating. 

19 In Gravelle's model there is also no competition between agents. Consumers are contacted by at most 
one agent and cannot seek out advice from other agents. 
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22.4.2.1 Economic Issues 
While there are no existing studies of the rationale for resale price maintenance 
in the insurance industry, economic theory identifies two possibilities: resale price 
restrictions may support price collusion or other anti-competitive practices, or 
may represent a solution to some principal-agent problem (Katz, 1990; Ippolito, 
1988). 

Collusion theories focus on the anti-competitive effects of reducing retail market 
price differences. One argument is that removing uncertainty about prices at the retail 
level increases the monitoring ability of a price-setting cartel. Thus, if industry con­
ditions are otherwise conducive, anti-rebating agreements can help maintain price 
collusion by inhibiting secret chiseling on price agreements. Short of collusion, 
resale price restraints may reduce price competition by reducing consumer search, 
since price dispersion will be lower in a market with no retail price competition. 
Resale price restraints may also facilitate price discrimination, which can increase 
insurer profits. Uniform prices charged to all customers is a form of price discrimi­
nation if the marginal cost of product provision differs across customers, for example 
due to different levels of service demand (Caves, 1980). 

Principal-agent theories focus on how resale price restraints may change the 
behavior of retail sellers in ways that benefit the producer. One argument is that 
price floors encourage service provision. Resale price floors prevent consumers 
from shopping at a full-price outlet to obtain pre-sale services, but purchasing 
from a discount seller. If the price floor involves a high retailer profit margin, com­
petition among retail sellers will take the form of service competition and advertis­
ing, thereby building markets and brand reputations for upstream producers (Katz, 
1990). 

A similar argument refers to quality provision by the retail seller when consumers 
cannot distinguish product quality from retailer quality. If the level of retailer quality 
or service can be specified and periodically monitored by the upstream producer, the 
retail price floor will serve to increase the retailer's costs of dismissal for inadequate 
quality provision (Telser, 1960). This provides direct financial incentives for quality 
or service provision by the agent. 

These latter theories of resale price are related to insurer arguments for resale 
price maintenance in the life insurance industry. It is often argued that the complex­
ity of many life insurance products necessitates that agents provide services in the 
form of information provision. It has also been argued that rebating may undermine 
customer persistency. A customer who will purchase only if offered a rebate has a 
lower valuation of the product, or of the services provided by the agent, than the cus­
tomer who purchases at full price. If low-valuation customers are more likely to cash 
in their policies early, insurers may not recover the fixed costs of selling and under­
writing on these policies. Under this argument, insurers' expectations oflosing money 
on such customers could explain resale price restrictions. 

The history of the anti-rebating laws in the United States life insurance industry 
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offers some corroboration of this perspective on the issue. Stalson's classic book on 
the history of life insurance distribution makes clear that agent rebating was viewed 
as a problem by life insurers as early as the 1860s, and was something that insurers 
and agents unsuccessfully tried to deal with via informal agreements (Stalson, 1951). 
While the precise reasons for industry opposition to rebating are not made clear 
in that text, it appears that the practice created problems associated with the twisting 
of policies. High commission levels and the ability to rebate commissions to policy­
holders heighten the agent's incentives to engage in this policy turnover. In addition, 
if first year commissions exceed the first year policy premium it is possible for 
an agent to collude with consumers (those not interested in maintaining the policy) 
against the insurance company for financial gain. Stalson notes that in the heavy 
rebating era of the late 1800s competition for agents led to some first year com­
missions in excess of 200 percent of the first year premium, so this scenario is a 
possibility. 

New York was the first state to outlaw rebating in 1889, and 21 other states quickly 
followed. However, rebating continued, and in fact intensified in the ensuing ten years. 
With the 1906 New York state Armstrong Commission review of the insurance indus­
try, New York and other state legislatures enacted stricter laws which made not only 
giving a rebate, but also receiving a rebate, illegal. These laws were incorporated into 
the National Association of Insurance Commissioner's 1945 Unfair Trade Practices 
Model Act. Supported by the industry, the stated rationale of the legislation is to 
protect consumers from "unfair discrimination" and to prevent "destructive price 
competition" . 

These concerns provide a weak justification for resale price restrictions in the 
current regulatory environment. Solvency regulation, guaranty funds, and direct 
restrictions on discriminatory pricing are other tools to meet these objectives. More­
over, the public interest arguments for anti-rebating laws are strongest within the pre­
vailing compensation system that pays life insurance agents a large first year 
commission. Changes to the commission structure would be a more direct way to 
reduce agents' incentives to twist policies or to offer discriminatory rebates. 

At best, the effect of resale price maintenance agreements on consumer welfare 
is ambiguous. Even if resale price maintenance fosters agent service, it will enforce 
a uniform level of quality provision that may be greater than that desired by some 
consumers. For example, life insurance buyers who do not need as much information 
as others are forced via resale price maintenance to pay the high-information price. 
Resale price maintenance will also lessen price differences at the retail level. Given 
the empirical evidence on costly price search in insurance markets (Mathewson and 
Winter, 1983; Dahlby and West, 1986), this will reduce consumer search with nega­
tive implications for consumer welfare. 

22.4.2.2 Recent Developments 
Empirical research on the impact of resale price restraints in insurance markets is 
needed to more fully understand the issues surrounding their use. Recent events 
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provide some opportunity for such study. In 1986 the state of Florida repealed its anti­
rebating law after it was declared unconstitutional by the state Supreme Court. Cali­
fornia repealed its law in 1988 with the passage of Proposition 103, which contained 
a provision overturning rebating restrictions. No other state has yet followed suit, and 
anti-rebating laws have survived constitutional challenges in several states. 

Trade press accounts note that the effects of rebating have been modest in the two 
states that have allowed it. It is argued that there are several reasons for this. First, in 
both states insurers are allowed to refuse to deal with discounting agents. Second, 
Florida has put restrictions on rebating practices to assure that the market abuses seen 
in the earlier rebating era are not revisited. Important provisions of the law include 
the requirement that agents prominently display their rebate schedules, and offer 
equivalent discounts to all customers. Although this provision has not been explicitly 
written into California law, the state's strong anti-discrimination laws may make 
agents and insurers feel that this restriction would apply. Thus, in order to offer rebates 
an agent must operate solely as a discount agent or broker. This may lower agent par­
ticipation in rebating. 

Although limited, the experiences of California and Florida provide at least 
some basis for empirical explorations of the impact of rebating. Russell (1997) uses 
state-level data on life insurance surrender activity for the period 1960-1992 to 
examine the effect of rebating on policy replacements. The study develops a regres­
sion model of surrender activity which includes a dummy variable equal to one in 
the states and years for which rebating is allowed. In all model specifications 
employed, the estimated coefficient on the rebating dummy variable is positive 
and significant, indicating that state surrender activity is higher when rebating is 
allowed. Interpretation ofthis positive correlation is difficult because there are no data 
available to determine whether the policies surrendered were replaced with other poli­
cies, and there are a very small number of observations in the data for which rebat­
ing activity was allowed. Nonetheless, these results warrant further research into the 
question. 

22.5 THE REGULATION OF INSURANCE DISTRIBUTION 

The regulation of insurance distribution is extensive in virtually all countries with 
developed markets for these services.20 Insurance distribution is regulated in two dis­
tinct ways: the set of market participants is restricted, and the marketing practices of 
insurers and their intermediaries are regulated. Entry restrictions take the form of 
licensing requirements for insurers, agents and brokers, and regulations that prohibit 
insurance sales by certain types of firms (e.g., banks) or methods (e.g., direct mail). 
Market conduct regulations take such forms as requiring dissemination of certain 

20 These policies and regulations tend to be similar in intent to those directed toward marketing prac­
tices in other financial services industries. 
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types of information, and prohibiting misrepresentation and false advertising. Regu­
lations are often directed at both insurance companies and insurance agents or brokers, 
but insurance companies also are typically held responsible for the actions of their 
representatives. 

22.5.1 Entry Regulation 

22.5.1.1 Major Regulations 
Entry restrictions for insurance producers and sellers exist in virtually all countries, 
but the focus and extent of these restrictions varies greatly. Until recently in the United 
States, the Glass-Steagall Act prohibited commercial banks from entering other finan­
cial services industries, including insurance. However, exceptions had always been 
allowed for certain state-chartered banks, and banks serving very small markets. 
Further, banks are very active in the credit life and mortgage insurance markets. Even 
before repeal of the Act, court and regulatory rulings allowed some banks to own 
insurance subsidiaries and to engage in insurance distribution. Bank alliances with 
insurance companies are becoming increasingly common, and banks are becoming a 
significant distributor of annuities in the United States. 

In most European countries there have historically been fewer restrictions on bank 
involvement in insurance. While all European Union countries prohibit banks from 
engaging directly in the production of insurance, most allow banks to own insurance 
subsidiaries and to distribute insurance products (Hoschka, 1994). The formation of 
insurance subsidiaries by banks is growing, and insurance distribution at bank 
branches is quite common in some countries. Strong restrictions on banks selling 
insurance remain in other countries such as Japan, however. Until recently, Japan also 
prohibited other insurance distribution systems such as direct selling and brokerage 
(Skipper, 1998). 

In most countries both insurance companies and sales agents much be licensed. 
Licensing requirements for insurers generally include financial standards and ethical 
standards for company officers. In the United States, licensing is done at the state 
level and firms must be licensed in all states in which they do business on an admit­
ted basis. Each company has a primary state of domicile, however, and it is this state 
that takes primary responsibility for regulatory oversight. In the E.U., the single 
market directives require insurers to be licensed only in their home country rather in 
each country in which they intend to sell insurance. The home country retains respon­
sibility for solvency oversight of the insurer. 

Licensing requirements for agents and brokers typically entail meeting certain 
ethical standards and passing a written test, but standards vary greatly across juris­
dictions and often the requirements are minimal. Moreover, in many countries the 
licensing requirements apply only to independent agents, financial advisors and 
brokers; employee sales agents often need not be licensed. However, due to the 
growing complexity of insurance products, the move toward price and entry deregu-
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lation in many markets, and to recent problems with marketing practices in some 
countries, professional standards for insurance intermediaries are receiving increased 
attention in many countries. 

The standardization of agent licensing requirements and licensing reciprocity 
across jurisdictions is another important issue across the individual states of the US. 
and across countries, especially those of the European Union. Not only do licensing 
requirements vary, but agents often must be licensed in each jurisdiction in which they 
sell. These barriers to agents operating across borders are eroding, however. In the 
US., a 1998 NAIC Model licensing reciprocity agreement would require participat­
ing states to eliminate countersignature2! laws, and allow producers licensed in good 
standing in a participating state to be eligible for streamlined licensing in any other 
participating state. Uniform licensing and education requirements are also being 
developed. Similar developments are occurring in the E.U, and in 1996 a proposal to 
harmonize agent licensing and regulation was forwarded (Skipper, 1998). 

22.5.1.2 Economic Issues 
Legal restrictions on the entry of banks into insurance are rationalized by concerns 
about the stability of the financial system and about detrimental effects of market 
power in financial services delivery. While both of these concerns have some theo­
retical and historical foundations, it is not clear that prohibiting entry is a necessary 
response to the potential problems. In countries that allow banks to enter insurance, 
laws still prohibit direct ownership and funds co-mingling at banks and insurance 
firms. This reduces the risk that banks will use insurance assets to meet liquidity needs, 
and makes regulatory monitoring easier. Empirical studies also suggest that the overall 
risk of a combined banking-insurance entity could be lower than that of either one 
separately (Santomero, 1993). 

Market power in financial services provision is a serious concern as bank markets 
are becoming increasingly concentrated. However, an alternative to entry restrictions 
is to mitigate abuses by market conduct regulation. Moreover, allowing greater entry 
into insurance markets should foster competition in those markets and spur efficiency­
enhancing innovations. Thus, while many complex regulatory issues remain to be 
resolved, allowing bank-insurance combinations may be economically sound. 

Licensing requirements for agents are often justified as protecting consumers 
from incompetent or dishonest practitioners, and often are imposed with the support 
of the regulated industry or profession. The efficiency argument for industry support 
is that incompetent or dishonest sellers create negative externalities for other sellers 
by undermining industry reputation. However, there is also a political argument for 
industry support based on the fact that licensing requirements act as barriers to entry 
into the market. The requirements are sufficiently lenient that this argument seems 
weak in most markets. However, differenceing in licensing requirements across states 

21 In the United States, agents may seJl insurance in states in which they are not licensed, but must obtain 
a countersignature from a licensed agent, who also shares in the commission. 
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or countries do limit entry, thereby protecting resident agents and insurers from com­
petition. In addition, differential licensing requirements for independent versus tied 
agents may increase the costs of distribution through independent agents or brokers 
relative to other systems. 

Even if licensing does not serve to raise entry barriers and limit competition, there 
is the additional question of whether licensing requirements provide any benefits to 
consumers. Studies of the impact of licensing restrictions in industries other than 
insurance tend to show no significant quality improvements obtained from licensing. 
Benefits from licensing insurance agents may be particularly low, since imposing lia­
bility on insurance companies for the actions of their agents may give sufficient incen­
tives for companies to choose honest agents and provide adequate training. Although 
differences in agent licensing requirements across jurisdictions and changes in 
requirements over time make it possible to examine its effects empirically, to our 
knowledge this has not been studied. 

22.5.2 Conduct Regulation 

22.5.2.1 Major Regulations 
Market conduct in distribution is a major focus of regulatory oversight in insurance. 
Virtually all countries have legislation in place to regulate insurance company and 
agent practices in the marketing of insurance. For example, the 1945 Unfair Trade 
Practices Model Act of the National Association of Insurance Commissioners (NAIC) 
defines and prohibits: the misrepresentation of policy benefits, terms and conditions, 
dividends or premiums, and the financial condition of the insurer; false, misleading 
or deceptive advertising about the business of insurance or the business of a specific 
insurer; agent misrepresentations on insurance applications in order to get a fee or 
commission; and agent misrepresentation of himself as a financial advisor?2 This leg­
islation has been adopted in whole or in part by all U.S. states. 

Additional legislation has been adopted in many U.S. states to specify in more 
detail the allowable marketing practices of companies and agents offering life insur­
ance and accident and health insurance. Advertising regulations adopted by some 
states move beyond general proscriptions against certain types of practices to provide 
detailed instructions regarding elements of policies that must be disclosed in adver­
tising materials. Virtually all states have also adopted legislation regulating the activ­
ities of insurance agents with respect to the replacement of life insurance and 
annuities. This legislation requires agents to fully inform the buyer of changes in terms 
and conditions of insurance under the new policy, and to have the buyer sign a state­
ment indicating knowledge that a replacement policy is being issued. The agent must 
include a statement on the policy application that indicates whether a policy is being 

22 Commission rebating is also prohibited in the Act. 
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replaced, and the buyer must be given a free-look period to compare the replacement 
policy with the existing policy.23 

Another aspect of life insurance regulation is rules regarding illustrations of pro­
jections of death benefits and cash values. All states have regulations specifying the 
nature and content of materials that must be disclosed to potential purchasers, includ­
ing allowable methods to calculate the yields of different types of policies. Sellers are 
also required to provide Buyers Guides and other comparative information on forms 
approved by the state commissioner. 

The NAIC recently developed more stringent rules on illustrations for whole life, 
universal and term life products in the United States, designed to prevent exaggera­
tions and to ensure that consumers understand the hypothetical nature of the projec­
tions. Even more stringent disclosure rules have been introduced in several other 
countries, including the United Kingdom, New Zealand and Australia. New rules in 
force in the UK. since 1995 institute more realism in life insurance illustrations, 
require agents to document that they gave the "best advice" to each insurance appli­
cant, and require agents to fully disclose their relationships with insurance firms and 
the compensation that they receive from any sale. 

The weakest link in market conduct regulation is discovery and enforcement. In 
the United States, each state insurance commissioner has broad powers to investigate 
insurer and agent practices, to issue cease and desist orders and to invoke fines or 
revoke licenses if violations of the law are found. In other countries enforcement 
authority may be shared between state or provincial and federal regulatory agencies, 
and in some other countries enforcement authority lies with industry self-regulatory 
bodies. A significant problem is that investigations are costly and are most effective 
at the level of the individual agent; this implies that abuses may go on for a long time 
without being discovered. Another impediment is the lack of information sharing and 
coordination across jurisdictions, a growing concern among the US. states and the 
individual members of the European Union. This latter problem may be mitigated 
somewhat in the US. as the NAIC implements its producer information database. This 
database aims to collect and disseminate information about licensed agents in every 
state, including licensing status and disciplinary actions. 

22.5.2.2 Economic Issues 
Economic efficiency rationales for government intervention into sales and distribu­
tion practices are generally couched in terms of information problems, especially 
information asymmetries between sellers and buyers.24 A central information problem 

23 Replacement of a policy with one that does not significantly increase insurance or other benefits is 
costly to the consumer because of the high levels of commission that go to agents at the time of sale. Other 
detrimental effects may include higher premium rates because the consumer is older. loss of cash value in 
the policy, and new incontestability and suicide clauses imposed in the new policy. 

'4 These issues are discussed extensively in Ippolito, 1988. 
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that consumers face in insurance markets is judging product quality. The quality 
characteristics of an insurance policy are difficult to ascertain due to the complexity 
of the contract, the contingent nature of many of the services provided (e.g., claims 
handling and payments), and the fact that many services are provided over time (e.g., 
investments). This implies that quality is difficult to ascertain in advance of purchase, 
and may continue to be even after significant experience with the product.25 Under 
this circumstance insurance sellers may have a financial incentive to charge a high 
price but to provide low quality. From this perspective, government regulations that 
prevent false or misleading advertising and that mandate full disclosure of relevant 
policy features may improve consumers' ability to estimate product quality at the point 
of purchase. Disclosure of relationships and commissions can be justified as making 
consumers aware of potentially biased incentives of the selling agent. 

Arguments against disclosure regulation are often couched in terms of market 
responses to these problems. One argument is that firms have reputational incentives 
to maintain faith in their products and thus to provide high quality products. However, 
this mechanism may work imperfectly in markets for personal insurance because of 
consumers' limited opportunities to observe many aspects of quality. Moreover, the 
nature of insurance policies and their pricing is such that information may be diffi­
cult to compare across consumers. This may reduce the information content of nega­
tive consumer experiences, and hence mitigate adverse effects on reputation. 

Another argument is that insurers have an incentive to provide information that 
is valued by consumers, because the consumer can be charged for it by the bundling 
of insurance products with information. This may be the case, for example, with sales 
through a professional agent. In this circumstance high quality producers have an 
incentive to inform consumers about quality. However, to the extent consumers may 
obtain information about insurance and then use this to purchase elsewhere, the incen­
tive to provide information is reduced. Thus, if a significant fraction of information 
provision in the insurance sale is of a general educational nature, information may be 
under-provided in the unregulated market. 

If individual insurance companies have insufficient incentive to provide quality 
information to consumers, other market entities may arise to provide this information. 
For example, consumer publications may provide general information and quality 
comparisons. However, because information of this sort is not proprietary, there will 
still be free-riding problems and hence likely under-provision of the information. 
Similarly, an industry cooperative association may provide educational materials 
that would benefit the sales of all companies, but would not have the correct incen­
tives to provide company-specific information or comparative information across 
companies. 

25 At least as significant for consumers is the possibility that product quality may change after the pur­
chase is made. Even if quality can be determined at the time of purchase, it may vary over time and hence 
continuous monitoring is required. This problem may be mitigated by solvency regulation and regulation 
of other insurer practices. 
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Given the nature of information problems in insurance markets, it is not clear that 
the market alone will provide sufficient information to insurance consumers. Hence, 
government intervention could improve the working of the market. The optimal form 
of intervention and the benefits of current regulatory measures are uncertain, however. 
It is possible that detailed regulations on information provision do not improve con­
sumer decision making. Additional information may not be processed efficiently by 
the consumer, and large amounts of information may even exacerbate information­
processing problems. The appropriate level of detail in the regulatory standards is also 
uncertain given the costs of compliance to insurance companies. 

There also may be unintended side effects of disclosure regulation that can 
harm consumers. For example, the "best advice" requirements in the u.K. have been 
argued to lead to a move away from independent agency, since this form of distribu­
tion carries a greater disclosure burden. If independent agency distribution enhances 
price and quality comparisons, then the net effect of the rules could be to increase 
consumer search costs and reduce consumer information. Additional research is 
needed to evaluate the necessity of regulation and the best methods of achieving 
regulatory objectives. 

22.6 CONCLUDING REMARKS 

The deregulation and increasing integration of financial services markets, technolog­
ical progress and changing demographics have resulted in a vast expansion of finan­
cial products and providers in direct competition with the insurance industry. For 
property and liability risks, the development of inexpensive hedging methods that are 
substitutes for insurance products has reduced the share of business risks covered by 
traditional insurance to less than 50 percent as of 1996. Even medium size businesses 
increasingly make use of self-insurance, captives and risk retention groups. The alter­
native risk transfer market has seen growth averaging six percent per year since the 
mid-1980s, about twice the growth rate in the commercial insurance market (Andre 
and Sudowsky, 1997). 

In the life insurance market, demographic shifts, longer life expectancies in retire­
ment, and reductions in benefits from government retirement plans have reduced the 
demand for traditional life insurance products and increased demand for annuities and 
other financial planning products. Sales of ordinary life insurance continue to decline 
each year, while annuity sales increase at a rapid rate (Hoesly, 1996). This shift in 
product demand has increased insurers' competition from banks and investment 
houses, which are licensed to sell investment products and tend to have lower distri­
bution costs. 

At the same time, in both property-liability and life insurance markets techno­
logical progress and competition have resulted in increasing standardization of 

the simpler insurance products. For these products there is an increasing emphasis on 
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low-cost distribution, and non-traditional methods of reaching customers are an 
important area of growth in this sector. Direct response selling has attracted interest 
from even the more traditional insurers, as communication technology advances, 
including the internet, make direct response more cost-effective. Insurers are also 
focusing on worksite marketing programs for simple products. These programs differ 
from the traditional group insurance programs in that customers pay their own pre­
miums and insurers use individual underwriting. The aim of this marketing approach 
is simply expense reductions through administrative and marketing cost savings. 
These new distribution methods have been most effective for products such as auto­
mobile, homeowners, credit and term life insurance, standardized products for which 
price is seen as an important factor in the buying decision. These forces have put con­
siderable stress on traditional insurance distribution systems, and produced pressure 
for innovation. 

Two important trends are becoming visible in insurance marketing relationships: 
the use of multiple distribution systems within a single firm, and increased special­
ization of the roles of different distribution systems. The industry is moving away 
from a set of fixed relationships between insurer and agent based upon company tra­
ditions, toward a more flexible system in which the distribution method is determined 
by the product and the customer base. Professional agents are increasingly focused 
on the sale of complex, service-oriented products such as commercial insurance or 
other hedging instruments in property-liability markets, or estate and accumulation 
products in life insurance markets. Low-cost direct response alternatives are becom­
ing more common for standardized insurance products. Some industry analysts predict 
that the tied agency system will be the ultimate loser in this shift, as it has neither the 
advantages of independent advice and service provided by brokers, nor the low costs 
of the direct selling alternatives (Nuttney, 1995). 

The increasing polarization of distribution systems by product and market is in 
keeping with economic theories of the firm that predict organizational structures will 
be chosen to minimize both operating costs and transactions or agency costs. While 
existing academic studies of distribution system choice have focused primarily on the 
choice between an independent or a tied agency force, current market trends distin­
guish more clearly between fully integrated distribution without the use of profes­
sional agents versus the agency system of distribution itself. This appears to be due 
to both technological and competitive changes in insurance markets. 

As the professional agent's role becomes more specialized, and as increasing 
numbers of insurance products are being sold without the benefit of agent advice, 
market conduct and disclosure regulation will become increasingly important in the 
industry. Professional certification and regulatory monitoring of agents must receive 
more attention in the service-oriented sectors of the industry. Consistent with 
approaches in other financial services industries, disclosure issues will likely become 
the key enforcement tool for standardized insurance products sold via direct market­
ing. Issues surrounding resale price maintenance and the potential for agent dis-
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counting should become less important, as price-sensitive products are increasingly 
sold through alternative means. 
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In the past, many developing countries have considered financial institutions locally 
incorporated or even State-owned monopolies, an essential element of their economic 
and political independence. At the same time, structural, financial and technical con­
straints such as the smalI size of the markets and the lack of sufficient experience 
have limited the retention capacity of these markets. Reliance on foreign reinsurance 
has remained an important policy issue. The purpose of this cross-sectional study of 
developing countries is to present some empirical tests of the relationship between 
insurance development and socio-economic characteristics of these countries. 
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"Indeed, if it is agreed that differences in government policies are responsible for 
much of the variation in economic performance among nations, it must be a 
research topic of the uppermost priority to try to establish which institutional 
circumstances are conductive to various types of policies." IE. Stiglitz, 
"Economics of Information and the Theory of Economic Development," NBER, 
1985, Working-paper no. 1, p. 566. 

23.1 INTRODUCTION 

The developing countries are not only consumers but also suppliers of insurance 
services. In domestic markets, the supply of insurance services generalIy consists of 
services provided by national companies, with local and/or foreign capital, as welI as 

* The views expressed in this paper do not necessarily reflect those of the United Nations. 
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by foreign companies and agencies or branches. The insurers can reinsure their own 
operations with domestic or foreign reinsurers when the risks they cover are consid­
ered to be excessive in relation to their capacity. It may therefore be said that domes­
tic and imported insurance and reinsurance services are the two components of the 
total supply of insurance services. 

Insurance, like other financial services, has grown in quantitative importance as 
part of the general development of financial institutions and markets. Studies of total 
premium volume for non-life insurance demonstrate the high-income elasticity of the 
demand for insurance in developing countries [Beenstock et al. (1988), Outreville 
(1990)]. However, the demand remains insufficient in many developing countries and 
mainly focuses on low expense coverages such as automobile insurance or on high 
risk coverage such as transport insurance or insurance for large plants, leaving the 
insurance companies with an unbalanced portfolio of risks. As a result, insurers 
in most developing countries have to rely heavily on international insurance and 
reinsurance services. 

The protectionism which has developed in most countries should be viewed as a 
decision to produce internal insurance services, as opposed to importing these ser­
vices. Public enterprises were considered a macroeconomic tool and as such used by 
governments to produce not only insurance services but also social and macroeco­
nomic outputs. Today, almost all developing countries have a local insurance indus­
try providing coverage for the domestic risks. However, if their reliance on foreign 
insurers has decreased markedly for some lines of business during the last twenty 
years, reliance on foreign reinsurance services has increased. Structural, financial and 
technical constraints such as undercapitalization, the small size of markets and the 
lack of sufficient experience and know-how limit the reinsurance capacity of these 
markets. In principle, and all other things being equal, as the volume of business 
increases in line with economic growth in these countries, it might be expected that 
the capacity will automatically be enhanced and the present dependence on reinsur­
ance will decrease. 

The decision to produce internal insurance as opposed to importing external insur­
ance and reinsurance services was also viewed against the background of the critical 
shortage of foreign exchange affecting most developing countries.! It is, however, 
almost impossible to assess the volume of trade in insurance services. Systematic 
analysis of the balance of payments is virtually useless unless it takes into account 
the net present value of inflows and outflows over a full business cycle. 

Empirical evidence in the literature suggests that the developing countries rather 
have a supply-leading causality pattern of development than a demand-following 
pattern [Jung (1986), Dee (1986)]. Many governments have indeed established new 
financial institutions under what has been termed a "supply-leading approach" to 
financial development and have considered locally incorporated insurance institutions 

1 For another argumentation see Launie (1973). 
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or even State-owned monopolies an essential element of their economic and political 
independence.2 The trend toward liberalization of services should not overcome the 
main national policy objective of the developing countries. 

The purpose of this paper is to investigate empirically which factors may be 
affecting the aggregate retention capacity of these markets in a cross-sectional analy­
sis. The research is based on data published by the United Nations Conference on 
Trade and Development (UNCTAD, 1994) in a survey of insurance and reinsurance 
operations in developing countries. The data base for the analysis is limited to coun­
tries for which the overall retention ratio is available for years 1988 to 1990. It remains, 
at the present time, the only set of data available for most of the developing countries 
and providing detailed information by line of business, loss ratios, retention ratios and 
information on market structure. 

The next two sections examine the economic importance of insurance markets in 
developing countries and the retention capacity of these markets. The retention capac­
ity is defined as the total premium volume of business retained at the country level 
by the market for its own net account. 3 Two approaches which have been suggested 
in the literature are examined in the following sections: i) the structure of providers 
in a market determines the capacity and there is a justification for political interven­
tion; ii) resources' endowment in a country influence the capacity and more attention 
shall be paid to development factors. Because of the shortcoming of these two 
approaches and rather than assess which model determines the most the behavior of 
the retention ratio, an alternative proposal combining all factors is developed and 
tested empirically in the last section. 

23.2 MEASURING THE ECONOMIC IMPORTANCE OF 
INSURANCE MARKET IN DEVELOPING COUNTRIES 

Insurance is of primordial importance in domestic economies and internationally. The 
role of insurance in the development process is difficult to assess but there is some 
evidence that the promotion of insurance programmes might have a particularly 
significant impact on the level of personal saving in many developing countries 
(UNCTAD, 1982). However, the insurance industry remains small in developing 
countries as measured by the market share of world insurance premiums (Table 1). 

2 According to this view, called "supply-leading", the financial sector precedes and induces real growth. 
On the contrary in the "demand-following" pattern, the real side of the economy develops, its demands for 
financial services materialize and are met passively from the financial side. As the process of real growth 
occurs, the supply-leading impetus gradually becomes less important, and the demand-following financial 
response becomes dominant (Patrick, 1966, p. 177). 

J The retention capacity is referring to the following variable: (Pd + Pa - Pc)/Pd where Pd, Pa, Pc 
represents, respectively, premiums written in the country, reinsurance assumed, and premiums ceded outside 
the country. Countries having a reinsurance company operating locally (see appendix 1) may be assuming 
insurance business from abroad. The retention capacity is the net result of all insurance and reinsurance 
transactions. 
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Table 1 
Market Share of The World Insurance Premiums 

Market 1995 

North America 30.85 
Europe 29.78 
Japan 29.73 
South Korea 2.80 
Asia (others) 2.76 
Oceania 1.47 
Latin America 1.44 
Africa 1.17 

Total 100.00 

Source: Sigma (April 1992 and April 1997). 

1990 

37.91 
33.93 
20.53 

2.02 
2.08 
1.77 
0.70 
1.06 

100.00 

The economic significance of the insurance industry in a country is commonly 
evaluated by means of the ratio of premiums to the gross domestic product (GDP). 
Although this measure of insurance penetration does not give a complete picture of 
the insurance output because of the considerable variation in premiums rates between 
different countries, it has the advantage of not being influenced by currency factors 
(see appendix 1). 

The relationship between insurance premiums written per capita and GDP per 
capita is hypothesized to be a nonlinear relationship [Beenstock et al. (1988), Outre­
ville (1990)]. Graphic analysis makes it possible to verify that the adjustment appears 
to be relatively satisfactory bearing in mind the diversity of the countries considered, 
the disturbing influence of exchange rates and the probable imperfections in the sta­
tistical data (Figure 1). 

Income elasticity has been calculated in several studies and the results are very 
close to each other. Beenstock et al. (1988) found an income elasticity of 1.37 and 
Outreville (1990) found an elasticity of 1.34 for a cross-section of developing coun­
tries. Outreville (1996) found an elasticity of 1.31 for Latin and Central American 
countries alone. Grace and Skipper (1991) found that the income elasticity for devel­
oping countries was lower than the income elasticity for developed countries sug­
gesting that as countries progress economically, non-life insurance becomes relatively 
more important. 

In fact, individual country experiences are too heterogeneous to accord neatly 
with any very simple generalization and very little is known about the demand 
and supply relationship in these countries (Grace and Skipper, 1991). Some societies 
have achieved high levels of human development at modest levels of per capita 
income. Other societies have failed to translate their comparatively high income levels 
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Development 

The Relationship Between Insurance Development and Economic 

and rapid economic growth into commensurate levels of human development.4 Unlike 
the situation with the banking sector, the linkages between insurance and economic 
development are poorly investigated. Studies by King and Levine (1993), Levine 
(1996) and Outreville (1999) have shown that various measures of financial 
development are strongly associated with various measures of economic growth and 
efficiency.5 

The United Nations Development Programme (UNDP) published in 1990 a first 
Human Development Report providing indicators on human development. Human 
development is a process of enlarging people's choice. The most critical ones are to 
lead to a long and healthy life, to be educated and to enjoy a decent standard ofliving. 
Human development is measured by UNDP as a comprehensive index--called the 
human development index (HDI)--reflecting life expectancy, literacy and command 
over the resources to enjoy a decent standard of living. Figure 2 shows the relation­
ship between the level of financial development and the human development index 
for the countries considered. 

4 Aristotle warned against judging societies merely by such things as income and wealth. 
S In insurance, Outreville (1991) investigated the links between insurance development and financial 

development and found significant relationships between the size of the insurance market and several 
measures of financial development. 
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Figure 2 The Relationship Between Insurance Development and Human 
Resources Development 

23.3 THE RETENTION CAPACITY OF DEVELOPING COUNTRIES' 
MARKETS 

The problem of reinsurance planning at the level of a company is solved essentially 
according to the individual requirements of the company, the nature of the business, 
its volume and its territorial distribution in each class of business, the type and size 
of the risks to be covered, the capacity of the aggregate insurance portfolio, the 
financial strength of the company, the possibilities of placing its business and its past 
experience, know-how and future expectations. 

One of the important reasons why reinsurance is taken out abroad is obviously to 
make up the shortage of capacity of the internal market The aggregate retention 
capacity of the internal market remains very low and there are an important number 
of countries where it rarely reaches a global volume of more than half the total volume 
of business transacted by insurers (see Table 2). However, it is worth knowing that the 
protectionism which has developed in almost all countries has rarely been dictated by 
these technical considerations (UNCTAD, 1973). 

The sizes and quantities of risks normally vary from one company to another and 
also from one country to another. The portfolio of a company operating in a small 
and highly fragmented market will inevitably be very different from that of a company 
enjoying a complete monopoly, and their respective retention capacities and reinsur­
ance needs will also differ. 
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Table 2 
Retention Capacity in Selected Developing Countries 

Year Sample size Average retention Number of countries with retention <50% 

1988 
1989 

62 countries 
50 countries 

Source: UNCTAD (1994). 

66.4 
66.5 

16 
10 

Note: The retention capacity is the ratio of net premiums written to gross premiums written at the aggre­
gate level of the country. 

The problem of optimal reinsurance has only received limited attention ill 

financial economics or insurance literature (Doherty and Tinic, 1981; Mayers and 
Smith, 1982; Blazenco, 1986; Garven, 1987; Garven and Louberge, 1996). Previous 
empirical research by Mayers and Smith (1990) documents that factors such as 
ownership structure, firm size, geographic concentration and line-of-business con­
centration influence the demand for reinsurance. At a country level, some of these 
variables remain important cross-sectionally as verified by Outreville (1995). 

23.4 MARKET STRUCTURE AND THE RETENTION CAPACITY 

Structural characteristics of the market for financial institutions playa major role in 
determining the allocational efficiency ofthe demand and supply of financial services. 
If the objective is to retain in the country as much insurance business as is technically 
possible-with due regard to the stability of the insurance concerns-market struc­
ture is the first aspect to be considered. The problem of reinsurance in many devel­
oping countries is that these structures have rarely been established according to given 
retention requirements. 

As shown in Outreville (1991), the size of the insurance sector is significantly 
related to the level of development and size of the financial sector of the economy. 
The purpose of this section is to verify if the retention capacity of a market is affected 
by the size and the ownership structure or nature of the market, i.e., type of compe­
tition, restriction to competition. The following general equation is proposed: 

Retention Capacity = f {Size of the market, Financial development, Market 
structure, Local reinsurance} 

The retention capacity of a market is measured as the ratio of net property­
liability insurance premiums written to gross premiums written. It seems plausible to 
assume that the retention capacity of a market is directly related to its absolute size. 
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Table 3 
Estimates of the Relationship Between the Retention 
Capacity and Market Structure Variables 

(I) (2) 

Intercept 58.65 61.46 
Size (Total premiums) 0.070 0.070 

( 1.90) (1.92) 
M2/GDP 0.06 

(0.57) 
MONOP 17.40 17.35 

(2.97) (2.99) 
NATION -5.98 -6.96 

( 1.00) (1.23) 
LOCALRE 1.65 1.46 

(0.37) (0.33) 
R2 0.33 0.32 
F 3.32 4.15 

The size of the market is calculated by the total amount of gross premiums written in 
a country.6 

Financial development is proxied by the ratio of the broad definition of money to 
GDP(M2/GDP) and defined by Feldman and Gang (1990) as financial deepening.7 

Two dummy variables are used to evaluate the market structure; one variable indi­
cates if the market is a monopolistic one or not (MONOP), and the other variable 
indicates if the market is competitive but restricted to national companies (NATION). 
The third alternative is a market fully open to international competitors. The appro­
priate variable to be tested in this context would be a measure of the concentration 
ratio. It is not available for most of the countries in our sample. Finally, a third dum­
my variable indicates the presence of a locally incorporated reinsurance company 
(LOCALRE). 

The equation is estimated cross-sectionally with 40 developing countries of the 
sample (Appendix I). Economic and financial variables are taken from the Interna­
tional Financial Statistics published by the IME Since the dependant variable is a ratio 
and the predetermined variables are assumed to be uncorrelated with the disturbance 
term, the OLS method is applied to estimate the impact coefficients of the equation. 

The results are presented in Table 3. As expected, the retention capacity of a 

6 Retention is a function of the financial capacity of a firm which itself relates to the amount of busi­
ness written. At the aggregate level the retention capacity of a market shall be related to the size of the 
market. 

J This is the simplest indicator which measures the degree of monetization of the economy. This measure 
however, does not consider the full extent of financial intermediation. M2 is often taken as a proxy for the 
size of the financial sector because of the lack of data on other financial assets. Liu and Woo (1994) sug­
gested the ratio of broad money to narrow money (M2/M I) as an alternative measure. 
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market increases with the size of the market and the level of financial development. 
However, only the estimated coefficient for the size variable is significant. Monopo­
listic companies enjoy a larger and more diversified portfolio. On average, the reten­
tion capacity of these markets is significantly higher as expected. 

On the other hand, in markets restricted to foreign competition, the presence of 
many firms selling essentially identical products is not necessarily conducive to 
efficiency and profitability. In many developing countries, the insurance market is 
characterized by the existence of too large a number of small domestic companies 
with small retention limits. It is no coincidence that a few developing countries with 
a high concentration of the insurance business in few companies have been more 
successful in expanding business and retaining premiums. 

Some developing countries have instituted compulsory reinsurance cessions to 
local reinsurance organizations. The efficacy of compulsory internal reinsurance 
cessions is a highly contentious issue. Although the sign of the variable is positive as 
expected, it is not significant. As advocated by Eden and Kahane (1990), the large, 
international reinsurers possess an advantage not available to local reinsurers: they 
are more diversified. 

23.5 COMPARATIVE ADVANTAGE AND THE 
RETENTION CAPACITY 

In recent years there has been a noticeable increase in attention paid to the factors 
responsible for the development and distribution of international financial services. 
Kindleberger (1974, 1985) listed a number of plausible factors and also pointed to the 
difficulties of reaching quantitative evaluations. 

The analyses in quantitative studies are at a level of aggregation which deals with 
total financial activity. Indeed empirical work has frequently lumped together banking, 
insurance, real estate and other financial services, and certainly no attempt has been 
made to explain different activities with the exception of banking activities [Ball and 
Tschoegl (1982), Hultman and McGee (1989)]. 

The comparative advantage of some of the financial institutions of developed 
countries have provided a strong global network for the supply of international 
financial services (Moshiri an, 1993). Historically connected with the pattern of inter­
national trade, insurance and reinsurance services are considered part of the financial 
services which are essential for adequate risk coverage. 

A number of researchers have argued that there should be a similarity in the 
patterns of trade in goods and services Arndt (1988). In service industries including 
insurance the work of Sapir and Lutz (1981) confirms this similarity.8 

An approach to testing the Heckscher-Ohlin-Vanek (HOV) theory to explain the 

8 See also Bhagwati (1987). 
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patterns of international trade in the context of inter-country differences in factor 
endowments is provided in Leamer (1974, 1984), Leamer and Bowen (1981) and 
Balassa (1979,1986). The influence of scale economies on the volume of trade has 
also been recognized in the literature since Krugman's seminal paper in 1979.9 

Trade in insurance services in developing countries shall be viewed as a com­
ponent of total supply of insurance services and often make up for the shortage 
of internal services. Factor endowments of a country may explain the need for 
international insurance services. The purpose of this section is to verify if the deter­
minants of comparative advantage in financial services also explain the production 
of insurance services in developing countries as measured by the retention capacity 
of these markets. 

Following Moshirian (1994), a model of sources of comparative advantage of 
international financial services is proposed in the general following form: 

Retention capacity; = ao + alES; + a2CL; + a3RE; 
i = country subscript 
and the variables 
ES = scale variable 
CL = capital-labour ratio 
RE = resource endowment variable 

The economy of scale factor is usually measured by the per capita gross domes­
tic product (GDP). The GDP variable used by Sapir and Lutz (1981) for insurance 
services is not statistically significant for all their estimations. As an alternative 
approach, the size of the market is approximated by the measure of financial devel­
opment suggested by Feldman and Gang (1990). 

Following Leamer (1974) and Balassa (1979), the capital stock of each country 
is calculated by the country's gross domestic investment and divided by the labour 
force figure to obtain an estimate of the capital-labour ratio for each country. 

The human capital endowment is one of the sources of comparative advantage 
for financial services. A standard approach is to treat human capital, or the average 
years of schooling of the labour force, as an ordinary input in the production 
function. The recent work of Makiw, Romer and Weil (1992) is in the tradition. 
Following Baldwin (1971) the percentage of the labour force with tertiary level 
education is used as a proxy variable for human capital endowment. 1O 

9 The monopolistic competition trade model is summarized in Helpman and Krugman (1995). Empir­
ically the HOV theorem performs poorly and, by implication, so do increasing returns to scale and imper­
fect-competition models that yield the HOV theorem [Bowen et al. (1987), Trefler (1995)]. 

10 As an alternative Benhabib and Spiegel (1994) propose a measure of physical capital and human 
capital to examine cross-country evidence of physical and human capital stocks on the determinants of the 
capacity of nations to adopt, implement and innovate new technologies. 
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Table 4 
Estimates of the Equation for Reinsurance 

Intercept ES CL RE R2/F 

(1) 55.17 +1.44 +2.01 +0.47 0.26 
[0.51] [1.97] [2.17] 4.01 

(2) 60.29 +0.11 +2.86 +0.46 0.27 
[0.84] [2.16] [2.14] 4.21 

Note: The t values are shown in parentheses. The equation is estimated 
with a constant. The dependent variable is the retention capacity calcu­
lated as the ratio of net premiums written to gross premiums written. 
The size variable (ES) is the ratio of the premium volume to GDP in 
equation (1) and the ratio M2/GDP in equation (2). 
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Since the predetermined variables and stochastic disturbances appear on the right­
hand side of the equation, and the predetermined variables are assumed to be uncor­
related with the disturbance term, the ordinary least squares method can be applied 
to estimate the impact coefficients of the equation. Several equations have been 
estimated to test for alternative proxies for the variables and the regression results 
are presented in Table 4. The Park test has been used to verify the assumption of 
homoscedasticity by regressing the residuals obtained from the regression on the size 
variable (Gujarati, 1988). There is no statistically significant relationship between the 
variables. 

23.6 A CONSOLIDATED MODEL EXPLAINING 
THE RETENTION CAPACITY 

Premiums written in a country do not seem to provide an answer for economies of 
scale in reinsurance services. This was also the case in Sapir and Lutz (1981) and 
Moshirian (1994) found no significant relationship with the size variable. The alter­
native measure of financial development is not significant either. This result surpris­
ingly differs from the previous result and shall be attributed to the multicollinearity 
that appears to be present between the variables in the model. 

It may be argued that the level of financial development is determined endoge­
nously and belongs to a general interdependent system of simultaneous equations. The 
application of the ordinary least squares method leads to inconsistent estimates. An 
alternative approach is to regress the measure of financial development on the GDp, 
the average inflation rate, the resource endowment variable, and the dummy variable 
associated to a monopolistic market, and use residuals of the estimation procedure as 
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an adjusted measure of financial development (FD*).11 This variable also may be an 
appropriate measure of monetization in inflation prone countries. 12 

It has been argued by Gupta (1990) that the inclusion of sociopolitical variables 
in general and the factors of political violence in particular, changes the traditional 
model of economic growth. While investment in human capital is part of the income­
increasing force, factors causing political instability, on the other hand, are part of the 
income-retarding force. The index (PI) published in Romer (1993) is used in this study. 
Following Barro (1991) he measures political instability as the mean number of 
revolutions and coups per year. 13 

Garven (1993) argues that not only the portfolio and financial leverage factors 
have an influence on reinsurance, but also the tax status of corporations, in an 
international framework, should be a relevant factor in determining the demand 
for reinsurance. Garven and Louberge (1996) show that within an option-pricing 
framework, reinsurance is used to allocate tax shields to those firms that have the 
greatest capacity for utilizing them, in much the same manner as leasing companies 
share tax shield benefits with lessees in leasing markets. Insurers in low-tax countries 
will tend to provide reinsurance cover to insurers in high-tax countries. This may 
explain, at least partly, why captive reinsurance companies are located in low-tax 
domiciles. 

The estimates including market structure variables and the index of political 
stability are presented in Table 5. Simple correlation coefficients are presented in 
column 1. If we regress each of the explanatory variables on all the remaining vari­
ables, the correlation coefficients of these auxiliary regressions (column 2) give a 
measure of the degree of multicollinearity. However, this measure, as well as other 
measures, suffers from the lack of a clear definition of what constitutes a "high" 
degree of multicollinearity. 

Insurance retention in high-tax countries is lower as anticipated but the estimated 
coefficient is not significant in the multiple regression analysis. An alternative measure 
using taxes on international trade and transactions as measured by the International 
Monetary Fund is not significant either. 

Some developing countries have instituted compulsory reinsurance cessions to 
local reinsurance organizations. It has also been observed that consumers display a 
bias toward domestically produced goods and services (Armington, 1969) and the 
HOV theorem is dominated by a model allowing for home bias and neutral tech­
nology differences (Trefler, 1995). The efficacy of compulsory internal reinsurance 

II Liu and Woo (1994) suggest as a proxy for the degree of financial sophistication the ratio of the long­
term to short-term financial assets value. Money supply (M I) is used as the short-term financial assets 
value. The ratio M2/M I was included but not found significant. 

12 Studies suggest that changes due to disinflation and deregulation have had a smaller effect on M2 
than on M 1 growth and that the relationship between M2 growth and inflation has remained fairly stable 
[Bernanke and Blinder (1988) and Reichenstein and Elliott (1987)]. 

13 It is worth noting that his results suggest that political instability is strongly associated with inflation 
and monetary instability. 
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Table 5 
Estimates of the Regressions 

FD* 
CL 
RE 
PI index 
Monop 
LocalRe 
Taxes 

Bivariate regression 

Correlation 
Coefficient 

0.19 
0.39 
0.40 

-0.17 
0.38 
0.09 

-0.19 

Auxiliary regression 

Correlation 
Coefficient 

0.27 
0.36 
0.52 
0.34 
0.09 
0.31 
0.35 

Multiple regression 

Coefficient 

0.14 
2.49 
0.52 

-11.18 
14.91 

R2 = 0.44 
F = 5.22 

t-value 

1.14 
2.03 
2.35 
1.58 
2.71 

cessions is a highly contentious issue. Although the sign of the variable is positive as 
expected, it is not significant when considered in the multiple regression analysis. 

Political instability (PI index) affects negatively the reinsurance capacity of devel­
oping countries. Column 3 in Table 5 presents the results of the multiple regression 
analysis when the variables for local reinsurance and corporate taxes are excluded. 

23.7 DISCUSSION 

While in the past decades practically all developing countries have established 
national insurance companies to meet their own insurance needs, their reliance on 
foreign insurance and reinsurance markets is still high. The small size of the markets, 
the imbalance nature of the insurance portfolios and certainly the lack of sufficient 
experience and know-how are among the main reasons for this situation. 

This paper has also analyzed the relationship between the retention capacity and 
structural factors affecting these markets. The empirical results, based on a cross­
sectional analysis of 40 developing countries, indicate that, the size of the market, the 
level of financial development and the competitive structure of the market are rele­
vant factors explaining the retention capacity. Human capital endowment and the 
capital-labour ratio are also significant factors explaining the retention capacity of 
insurance markets in developing countries. 

The importance attributed to the existence of a local market and to the building 
up of a retention capacity have often been dictated by political considerations rather 
than by technical reasons. If it is true that the developing countries have a supply­
leading causality pattern to development, then more attention should be paid to factors 
such as the level of financial development and the market structure of suppliers. 
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Many inefficiencies may be less a function of ownership than of government reg­
ulation and market structure. Adequate regulation of an industry requires so much 
information that establishing effective regulation of privatized firms may prove more 
demanding of the state's administrative capabilities than operating a state-owned 
monopolistic institution. The proper sequencing of privatization and liberalization is 
emerging as a critical issue for policy-makers (Hemming and Manson, 1988)(Van De 
Walle, 1989). 

Acquiring a long-term competitive position in insurance services depends on the 
development of human capital, on the level of development in the rest of the economy 
and on improvements in the financial strength of the insurance carriers. It is unreal­
istic to presuppose that the developing countries will be able to gain access to devel­
oped countries' markets. The increased participation of companies from developing 
countries in sharing arrangements or pools with experienced and large companies 
from developed countries could help in transferring the necessary technological 
and human resources know-how which developing countries need for building 
competitive insurance firms. 
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APPENDIX 1: LIST OF COUNTRIES 

Country Insurance Penetration Retention Ratio Local Monopolistic 
(%GDP) Reinsurance Market 

Algeria 1.48 93.1 yes yes 
Argentina 1.04 74.9 yes no 
Bahamas 2.58 77.0 yes no 
Barbados 3.42 61.1 no no 
Chad 0.35 57.6 no no 
Chile 1.14 50.5 yes no 
Costa Rica 1.94 80.8 yes yes 
Cote d'Ivoire 1.55 70.6 no no 
Cyprus 1.41 80.8 no no 
EI Salvador 0.84 44.5 no no 
Ethiopia 1.18 84.3 no yes 
Fiji 1.20 60.3 yes no 
Gabon 1.81 76.1 yes no 
Ghana 0.28 68.7 yes no 
Guatemala 0.67 62.6 no no 
Honduras 0.65 50.4 no no 
Indonesia 0.66 55.0 yes no 
Jamaica 3.45 54.3 no no 
Korea, Rep. of 1.43 93.4 yes no 
Malawi 1.52 78.6 yes no 
Malaysia 2.02 58.5 yes no 
Mali 0.50 71.0 no no 
Malta 2.10 86.3 no no 
Mauritius 1.60 51.5 no no 
Mexico 0.70 73.6 yes no 
Morocco 1.21 65.4 yes no 
Nigeria 0.55 49.9 yes no 
Oman 0.86 59.8 no no 
Paraguay 0.74 50.4 no no 
Philippines 0.61 77.0 yes no 
Seychelles 1.62 61.6 no yes 
Singapore 1.37 77.4 yes no 
Solomon Islands 1.30 41.0 no no 
Sudan 0.64 32.9 yes no 
Syria 0.32 76.1 no yes 
Thailand 0.66 63.4 yes no 
Togo 1.07 61.7 no no 
Trinidad & Tobago 2.40 52.7 yes no 
Tunisia 0.91 64.1 yes no 
Zambia 2.01 83.9 no yes 

Source: UNCTAD (1994). 
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APPENDIX 2: DATA SOURCES 

Insurance data 

GOp, inflation, population Gross 
Domestic Investment 

Education, labor force 
Currency exchange rates, MI,M2 
Corporate tax rates 

UNCTAD 

UNCTAD 

UNDP 
IMF 
IMF 

APPENDIX 3: CORRELATION MATRIX 

CL RE M2/GDP Inflation GDP 

CL 1.0 
RE 0.25 1.0 
M2/GDP 0.62 0.15 1.0 
Inflation -0.30 -0.01 -0.23 1.0 
GDP 0.16 0.57 -0.05 0.003 1.0 
Politics -0.27 0.41 -0.21 0.12 0.20 
LocalRE 0.04 0.26 -0.03 -0.05 0.46 
Monopoly -0.05 0.05 0.14 0.46 -0.12 
Corp. Taxes -0.10 -0.33 -0.02 0.19 0.11 
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Abstract 
Frontier efficiency and productivity methodologies have become the state-of-the-art 
for measuring the performance of firms and other organizations. Traditional theory 
assumes that all firms minimize costs and maximize profits and that firms that do not 
succeed in attaining these objectives do not survive. The frontier approach reflects the 
recognition that some firms will be less successful than others in minimizing costs or 
maximizing profits and that such firms may be able to survive for some period of time. 
Modern efficiency methodologies measure firm performance relative to "best prac­
tice" cost, revenue, or profit frontiers consisting of the dominant firms in the indus­
try. This chapter explains modern frontier methodologies, discusses input and output 
measurement for insurers, and reviews the most significant studies utilizing frontier 
methodologies to analyze the insurance industry. These studies not only measure effi­
ciency but also identify firm characteristics that are associated with efficiency and 
analyze classic industrial organization topics such as economies of scale and scope. 
Efficiency and productivity measurement is useful in testing economic hypotheses, 
informing regulators about firm performance, providing information to management, 
and comparing performance across countries. It is hoped that this chapter will encour­
age more economists to use these methodologies in testing hypotheses and measur­
ing performance in insurance and other industries. 

Keywords: Insurance, insurance companies, efficiency, productivity, frontier 
methodologies, economies of scale, economies of scope. 
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24.1 INTRODUCTION 

An important development in modern economics has been the emergence of frontier 
methodologies for estimating efficiency and productivity. The theory underlying this 
development, originated by Farrell (1957), represents a departure from the traditional 
micro-economic theory of the firm. Traditional theory assumes that all firms mini­
mize costs and maximize profits and that firms that do not succeed in attaining these 
objectives are not of interest because they will not survive. Farrell's contribution was 
to create a framework to analyze firms that do not succeed in optimization and, as a 
result, are not fully efficient.! Farrell's work suggested that efficiency could be eval­
uated by comparing firms to "best practice" efficient frontiers formed by the domi­
nant firms in an industry. However, it took nearly twenty years following Farrell's 
initial theoretical contribution for empiricists to develop methodologies to estimate 
efficiency. The most important contributions were the development of stochastic effi­
cient frontiers by Aigner, Lovell, and Schmidt (1977), Battese and Corra (1977), and 
Meeusen and van den Broeck (1977) and the development of non-parametric mathe­
matical programming frontiers by Charnes, Cooper, and Rhodes (1978). Since that 
time, the growth in efficiency research has been explosive. Berger and Humphrey 
(1997) identify 130 studies in the financial institutions field alone. 

The development of modern frontier efficiency methodologies has significant 
implications for insurance economics. Numerous studies are conducted that require 
the comparison of insurance firms relative to other firms in the industry. Tradition­
ally, this has been done using conventional financial ratios such as the return on equity, 
return on assets, expense to premium ratios, etc. With the rapid evolution of frontier 
efficiency and productivity methodologies, the conventional methods are rapidly 
becoming obsolete? Frontier efficiency measures dominate traditional techniques in 
terms of developing meaningful and reliable measures of firm performance. They 
summarize firm performance in a single statistic that controls for differences among 
firms in a sophisticated multidimensional framework that has its roots in economic 
theory. The objective of this chapter is to provide the foundations for insurance econo­
mists to use in adapting their research to incorporate the frontier efficiency approach. 
We do this by describing and analyzing the principal methodologies that have been 
developed for measuring frontier efficiency and productivity, defining the input and 
output concepts required to apply the methodologies to insurance firms, and review-

I Some additional modifications of the classic micro-economic assumptions also are needed to explain 
why such firms may survive over significant periods of time. These additional considerations are beyond 
the scope of the present chapter. However, evidence of inefficient firms surviving over significant periods 
of time has been observed in both banking (e.g., Berger and Humphrey 1991, 1992b, Berger 1993) and 
insurance (e.g., Cummins and Weiss 1993, Berger, Cummins, and Weiss 1997). 

2 An intermediate methodological development between financial ratios and frontier methods that can 
be used for some purposes consists of the (non-frontier) total factor productivity indices or index numbers. 
This approach also is briefly discussed in this chapter, but our main focus is on frontier efficiency and 
productivity methods. 
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ing the empirical literature on efficiency and productivity measurement in the insur­
ance industry. 

Most efficiency analyses to date in insurance and elsewhere have focused on pro­
duction and cost efficiency. More recently, researchers have begun to estimate revenue 
and profit frontiers. Perhaps the most basic frontier is the production frontier, which 
is estimated based on the assumption that the firm is minimizing input use conditional 
on output levels.3 Production frontiers can be estimated even if data on input and 
output prices are unavailable. If data on input prices are available, it is possible to esti­
mate the cost frontier, usually based on the assumption that the firm is minimizing 
costs conditional on output levels and input prices. Ultimately, of course, the firm also 
can optimize by choosing its level of output and/or output mix. Revenue frontiers are 
estimated assuming that the firm maximizes revenues by choosing its output quanti­
ties holding constant input quantities and output prices. In profit efficiency analysis, 
the firm maximizes by choosing both its inputs and outputs, contingent only on input 
and output prices.4 Finally, sophisticated methods such as Malmquist analysis have 
recently been developed for measuring changes in total factor productivity. 

Frontier efficiency methods are useful in a variety of contexts. One important use 
is for testing economic hypotheses. For example, both agency theory and transactions 
cost economics generate predictions about the likely success of firms with different 
characteristics in attaining objectives such as cost minimization or profit maximiza­
tion under various economic conditions. Firm characteristics that are likely to be 
important include organizational form, distribution systems, corporate governance, 
and vertical integration. Frontier methodologies have been used to analyze a wide 
range of such hypotheses.5 

A second important application of frontier methodologies is to provide guidance 
to regulators regarding the appropriate response to problems and developments in an 
industry or the overall economy. For example, both the banking and insurance indus­
tries are experiencing a wave of mergers and acquisitions. Frontier methodologies can 
be used to determine whether consolidation is likely to be beneficial or detrimental 
in terms of the price and quality of services provided to consumers. The efficiency of 
insurer operations also is an important regulatory issue, as in the debate over the price 
of automobile insurance. 

3 This definition applies to an input-oriented frontier. It is also possible to develop output-oriented 
measures of efficiency by maximizing outputs conditional on inputs. Most efficiency analysis to date in 
insurance and other financial services industries have been input-oriented, and most of our discussion in 
the paper assumes an input-orientation. 

4 This discussion applies to standard cost, revenue, and profit efficiency analysis. Non-standard nmc­
tions also are used for some purposes such as studying revenue or profit scope economies (see Berger, et 
al. 1997 for further discussion of the non-standard case). Frontier analysis is typically conducted under the 
assumption that the industry is competitive. However, it is also possible to test the hypothesis of compet­
itiveness and to measure efficiency for non-competitive industFies. One departure from the usual compet­
itive assumptions is provided by a public entity such as a public utility or government agency. Such 
institutions have been widely studied using frontier methodologies. For examples, several chapters in 
Charnes, et al. (1994) deal with public entities. 

5 Berger and Humphrey (1997) provide a review of applications to financial institutions. 
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A third application of frontier methodologies is to compare economic perfor­
mance across countries. For example, Fare, et al. (1994) compare the evolution of 
productivity in industrialized nations. Weiss (1991 b) compares productivity in the 
property-liability insurance industries of the U.S. and four European countries, and 
recent studies have also compared banking efficiency in the U.S. and various 
European nations (e.g., Pastor, Perez, and Quesada 1997). 

A fourth application is to inform management about the effects of new strategies 
and technologies. Although firms currently employ a variety of benchmarking 
techniques, frontier analysis can provide more meaningful information than conven­
tional ratio and survey analysis, which often overwhelms the manager with masses of 
statistics that are difficult to summarize conveniently. Frontier analysis can be used 
not only to track the evolution of a firm's productivity and efficiency over time but 
also to compare the performance of departments, divisions, or branches within the 
firm. 

This chapter is organized as follows. Section 24.2 discusses the concepts of 
efficiency and productivity, whereas section 24.3 provides an overview of the esti­
mation of efficiency and productivity. Section 24.4 discusses the measurement of 
inputs and outputs as well as some additional methodological issues and problems. 
Section 24.5 provides a review of the efficiency literature in insurance, and section 
24.6 concludes. 

24.2 THE CONCEPTS OF EFFICIENCY AND PRODUCTIVITY 

This section provides an introduction to the economic concepts of efficiency and 
productivity to provide background for the discussion of estimation methodologies 
in section 24.3. In the interests of brevity, the discussion in this section focuses 
primarily on production and cost frontiers. 

The efficiency of a firm is defined by reference to the observed and optimal values 
of its vector of inputs and outputs. Conditioning on a specific output vector, a firm is 
considered fully efficient if its actual input usage equals optimal input usage and is 
inefficient if actual input usage exceeds optimal input usage. Total factor productiv­
ity is defined as an index of total quantity of outputs produced divided by an index of 
total inputs consumed in the production process (Grosskopf 1993). Total factor pro­
ductivity is a generalization of single factor productivity concepts such as labor pro­
ductivity, where productivity is defined as total output divided by a single input.6 

Productivity and efficiency are related. Productivity at any given time is determined 
by the optimal production technology available for use in producing outputs as well 
as the efficiency with which firms employ the technology. The remainder of this 

6 Single factor productivity indices are considered to be uninformative by economists because they take 
into account only one input, such as labor, and omit other important inP!lts, such as capital. 
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section elaborates upon these concepts. We first discuss efficiency and then turn to a 
discussion of productivity. 

24.2.1 Economic Efficiency 

The concept of economic efficiency flows directly from the microeconomic theory of 
the firm. Perhaps the most basic concept is that of the production frontier, which 
indicates the minimum inputs required to produce any given level of output for a 
firm operating with full efficiency. A production frontier for a firm with one input and 
one output is shown in Figure 1. The production frontier in Figure 1 is characterized 
by constant returns to scale (CRS) for levels of input usage from 0 to point c on the 
horizontal axis and decreasing returns to scale (DRS) for levels of input greater than 

y 

v 

o a b c x 
Figure 1 Production Frontier for the Single Input-Single Output Firm 
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Oc. Thus, Figure portrays a non-increasing returns to scale (NIRS) production 
frontier. 

In Figure 1, firm i is operating at point (x;, y;). This firm could operate more effi­
ciently by moving to the frontier, i.e., by adopting the state-of-the-art technology. The 
firm's level of technical efficiency is given by the ratio Oa/Ob, which is the reciprocal 
of its distance from the frontier, Ob/Oa. 

If the firm has more than one input, inefficiency can also result from the firm's 
not using the cost minimizing combination of inputs. This type of inefficiency, known 
as allocative inefficiency, is shown in Figure 2, which illustrates Farrell's (1957) tech­
nical and allocative efficiency concepts. The diagram shows an isoquant for a firm 
with one output and two inputs, Xl and X2. The isoquant QQ' in Figure 2 represents 
the various combinations of the two inputs required to produce a fixed amount of the 
single output using the best available technology. Thus, firms operating on the iso­
quant are considered to be technically efficient. The optimal operating point is repre­
sented by the tangency (point D) between the isoquant QQ' and the isocost line ww'. 

w 

_ ( D D) - Xl ,X2 

Q' 

o w' 

Figure 2 Farrell Technical and Allocative Efficiency 



Analyzing Firm Performance in the Insurance Industry 773 

A firm operating at this point is considered to be fully cost efficient. The firm oper­
ating at point A = (xt, xi) exhibits both technical and allocative inefficiency. It is tech­
nically inefficient because it is not operating on the best-technology isoquant. The 
measure of Farrell technical efficiency is the ratio OBIOA, i.e., the proportion by which 
it could radially reduce its input usage by adopting the best technology. However, this 
firm is also allocatively inefficient because it is not using its inputs in the correct pro­
portions. Specifically, it is using too much of input 2 and not enough of input 1. The 
measure of allocative efficiency is thus the ratio OC/oB. Cost efficiency is then defined 
as follows: 

Cost Inefficiency = Technical Efficiency * Allocative Efficiency 

= (OB/OA) * (OC/OB) = OC/OA 

Technical efficiency can be decomposed into pure technical efficiency and scale 
efficiency. These concepts are illustrated in Figure 3, which shows two production 
frontiers for the single input-single output case. Frontier VC represents a constant 
returns to scale (CRS) frontier, while frontier V is a variable returns to scale (VRS) 
frontier. A VRS frontier has regions characterized by increasing, decreasing, and 

y 

~ ___________ vV 

..................... , .......................• (XI' YI) 

o a b e x 
Figure 3 Pure Technical and Scale Efficiency 
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constant returns to scale, with the constant returns to scale segment of VV consisting 
of a single point. 

It is socially and economically optimal for firms to operate at constant returns to 
scale, providing the motivation for separating pure technical and scale efficiency. Con­
sider firm i, operating at point (Xi' Yi) in Figure 3. Pure technical efficiency is mea­
sured relative to the VRS frontier and equals Ob/Oc. This is the proportion by which 
the firm could reduce its input usage by adopting the best technology represented by 
the VRS frontier. However, a firm operating on the VRS frontier at firm i's output 
level is also scale inefficient because it is not operating on the CRS frontier. Its scale 
efficiency is measured by the ratio Oa/Ob. Thus, we can define: 

Technical Efficiency = Pure Technical Efficiency * Scale Efficiency 

= (Ob/Oc) * (Oa/Ob) = Oa/Oc 

24.2.2 Total Factor Productivity 

The production frontier also can be used to illustrate changes in total factor produc­
tivity, i.e., total factor productivity growth. Total factor productivity growth is defined 
as the change in output net of the change in input usage, i.e., total factor productiv­
ity growth occurs when more output can be produced per unit of inputs consumed, 
where output production and input usage are defined using appropriate aggregation 
techniques. Total factor productivity growth has two major components-technical 
change and efficiency change. Technical change is represented by a shift in the pro­
duction frontier, and efficiency change is represented by an index of a firm's efficiency 
relative to the present and past frontiers. If the firm is fully efficient, i.e., operating 
on the production frontier, which is the usual assumption in micro-economics, then 
productivity growth and technical change are identical. However, if the firm is not 
operating on the frontier, i.e., is inefficient, then productivity growth can occur due 
to both improvements in efficiency and shifts in the production frontier. Of course, it 
is also possible for productivity to decline either because a firm becomes less efficient 
or the frontier shifts adversely (technical regress). 

To illustrate the concept of total factor productivity growth, consider Figure 4, 
which shows constant returns to scale production frontiers for periods t and t + I (V' 
and Vt+l, respectively) for the single input-single output firm. The frontier for period 
t + I lies to the left of the frontier for period t. This implies that productivity gains 
have been achieved between periods t and t + I because of technical change, i.e., a 
shift in the frontier. For a firm operating with full efficiency (i.e., on the frontier in 
both periods t and t + I), technical change and total factor productivity change are 
identical. However, inefficient firms can also achieve total factor productivity gains 
by improving their efficiency. To see this, consider an inefficient firm operating at 
point (x!, y!) in period t and at point (X!+l, y!+l) in period t + l. This firm has become 
more efficient between periods t and t + 1 because it is operating closer to the fron­
tier in period t + I than in period t. In fact, in period t + 1, the firm is operating at a 
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y 
Vt+l 

o b 

D'(X' I) 
Technical Efficiency Change = I : Y I) D'+ (xt+ , yl+ 

a d 
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. [( D'+I (X I+1 , yl+1 ))(D'+I (Xl, y' ))]~ Techmcal Change = 
D' (Xl+l, yl+l) D' (Xl, y') 
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Figure 4 Productivity and Efficiency Change 

vt 

x 

level of output that would have been infeasible in period t, i.e., it has also taken advan­
tage of technical change to move its operating point to the left of the production 
frontier for period t. Thus, the firm has achieved total factor productivity growth 
by improving its technology and by becoming more efficient.1 

This discussion can be formalized by reference to the input distance function 
introduced by Shephard (1970). Suppose producers use input vector x = (XI, Xl. ... 

Xk) E IR: to produce output vector y = (Yh Y2, ... Yn) E 1R1. A production technology 
which transforms inputs into outputs can be modeled by an input correspondence 

7 The type of inefficiency considered here is technical efficiency, i.e., firms on the frontier are using the 
most efficient available technology, while those to the right of the frontier are not using this technology. It 
is also possible to develop similar concepts for cost and other types of efficiency. 
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y ~ V(y) s;;;; IRt. For any y E IR~, V(y) denotes the subset of all input vectors x E IRt 
which yield at least y. V(y) is assumed to satisfy certain axioms (see Fare, Grosskopf, 
and Lovell 1985, and Fare 1988). The input oriented distance function is defined by 

D(x, y) = sup{ 8:( ~, y) E V(Y)} = (inf{8:(8x, y) E V(y)}r l (1) 

The input distance function is the same as the reciprocal of the minimum equi­
proportional contraction of the input vector x, given outputs y, i.e., Farrell's (1957) 
measure of input technical efficiency. 

To illustrate the distance function, consider the firm operating at point (x:, yD in 
Figure 4. The distance function value for this firm is given by D'(xi, yD = Oa/Ob, where 
superscripts on D indicate the time period of the frontier from which the distance is 
computed. Distance functions can be used to compare the firm's efficiencies in periods 
t and t + 1. In Figure 4, Dt+'(xi+' , y:+I) = Oe/Of < D'(xi, yD = Oa/Ob, i.e., the firm is 
closer to the frontier in period t + 1 than in period t. 

The distance function representation also can be used to define the Malmquist 
index of total factor productivity. If our interest is in determining whether productiv­
ity change has occurred between periods t and t + 1, we could use either the period t 
frontier or the period t + 1 frontier as our point of reference. With respect to the period 
t frontier, an input-oriented Malmquist productivity index can be defined as: 

(2) 

The input-oriented Malmquist index with respect to the period t + 1 frontier is: 

(3) 

To avoid arbitrarily choosing one frontier to compute the index, the usual approach 
is to take the geometric mean, yielding the following Malmquist index of total factor 
productivity (Grosskopf 1993): 

M t+1 1+1 I I X , Y x , Y [ 
D'( I ') D'+'( I ') ]1/2 

(x , y , x , y ) = D' (xt+1 , yt+l) D'+' (X'+I , y'+I) (4) 

This expression can be factored into two components, representing efficiency 
change, i.e., the change in Farrell technical efficiency between the two periods, 
and technical change, i.e., the shift in the frontier between the two periods. The 
decomposition is illustrated in Figure 4. Efficiency change is the ratio of the distance 
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from the frontier in period t to the distance in period t + 1, i.e., Dt(x:, y: )/Dt+\X:+1, y:+1) 
= [(Oa/Ob)/(Oe/Of)]' If technical efficiency has improved between year t and year 
t + 1, i.e., if the firm is closer to the frontier in period t + 1 than in period t, the 
ratio will be greater than 1. Technical change is measured by comparing the input­
output bundle in period t + 1 to both the period t + 1 and period t technologies, and 
likewise for the input-output bundle in year t. Technical change is then computed as 
follows: 

. [Dt+1(Xt+1, yt+1) Dt+1(xt, yt)]1!2 [(oe/o f )(oa/oc)]1!2 
Techmcal Change = = -- --

Dt (xt+1 , y'+I) D' (xt , y') Oe/Od Oa/Ob 
(5) 

Intuitively, if favorable technical change has occurred, the frontier will have moved 
to the left, and both output bundles will be further from the period t + 1 frontier than 
they are from the period t frontier. Thus, a ratio greater than 1 indicates favorable 
technical change. The product of technical efficiency change and technical change is 
total factor productivity change. 

24.3 METHODOLOGIES FOR ESTIMATING EFFICIENCY 
AND PRODUCTIVITY 

This section discusses the principal methodologies that have been developed to 
measure efficiency and productivity, emphasizing frontier approaches. We first discuss 
the two major classes of efficiency estimation methodologies-the econometric (para­
metric) approach and the mathematical programming (nonparametric) approach. The 
section concludes with a discussion of total factor productivity measurement. 

24.3.1 Econometric Frontier Efficiency Models 

The estimation techniques used in nearly all econometric analyses of efficiency are 
stochastic frontier models (Greene 1993). Stochastic frontier models were originated 
by Aigner, Lovell, and Schmidt (1977), Battese and Corra (1977), and Meeusen and 
van den Broeck (1977). The technique can be conceptualized in two stages: (1) the 
estimation of an appropriate function, such as a production, cost, revenue, or profit 
function, using an econometric method such as ordinary least squares, non-linear least 
squares, or maximum likelihood, and (2) the separation of the estimated regression 
error terms into components, usually a two-sided random error component and a one­
sided inefficiency component. This produces an estimate of efficiency for every firm 
in the estimation sample. The technique allows firms to operate away from the effi­
cient frontier due to random error Cbad luck") as well as inefficiency. The bad luck 

component of the error is filtered out in estimating inefficiency. 
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As the preceding discussion suggests, the two most important decisions that 
must be made in applying the econometric frontier efficiency methodology are 
the choice of functional form and the approach to use in separating the random 
and inefficiency components of the error term. This section first discusses the 
functional forms and then turns to a discussion of specifying and estimating the error 
term. 

Functional Form. Ideally, researchers would be able to determine the exact form of 
the production function for the firms being analyzed. This is, in fact, possible for some 
physical production processes such as manufacturing chemicals or refining oil. 
However, in most industries, and especially in the service sector, the exact functional 
form is not known. In the past, this led economists to use various approximations such 
as the well-known Cobb-Douglas and constant elasticity of substitution (CES) pro­
duction functions. One of the most important developments that facilitated the devel­
opment of stochastic frontier models was the introduction of the translog production 
function by Christensen, Jorgenson, and Lau (1973). They reasoned that even though 
the functional form may be unknown, any function satisfying rather weak regularity 
conditions can be expanded as a single or multi-variate Taylor series. They proposed 
the use of a second-order Taylor expansion in natural logarithms as an approximation 
of the unknown production function. A directly analogous derivation leads to the 
translog cost function. The trans log has an advantage over earlier functional forms in 
that it allows returns to scale to change with output or input proportions so that the 
estimated cost curve can take on the familiar U-shape. The quadratic feature of the 
translog is also a potential disadvantage, as explained below. 

A general expression of a cost function is C = fly, w, t), where C is total cost, y 
is output, w is input price, and t is time. In most applications, y and ware vectors. 
The cost frontier is defined as the minimum total cost function, i.e., the function that 
gives the minimum attainable cost for each level of output. The cost frontier is denoted 
CF = CF(y, W, t). The translog cost function is 

(6) 

where s = {I, ... , S}, i = {I, . . . , N}, and j = {I, ... , M} index firms, outputs, and 
inputs, respectively, Cst = observed total costs for firm s in year t = LjWsjtXsj/> Ysit = 
amount of output i produced by firm s in year t, W sjt = price of input j to firm s in year 
t, Cst = a random error term, and Vst = an inefficiency error term. The estimation is 
usually conducted as a system of equations consisting of the cost function and the 

first-order conditions for cost minimization: 
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din Cst WsjtXsjt [~ ~ ] 
~ = --- = aWj + 4-.awj/ In Wsji + 4-.ay;wj InYs;1 + <OSjl 
olnwsjl C S1 /=1 ;=1 

(7) 

where Xsjt = quantity of input j used by firm s in year t, and <Osjl = a random error term. 
Linear homogeneity and symmetry restrictions are imposed in the estimation. 

Firms are assumed to share a common cost function given by the bracketed 
expression in equation (6). The stochastic nature of the frontier is modeled by adding 
a two-sided random error term, Est, to the cost equation. The realizations of these 
random errors differ across firms, but the errors are assumed to be independent, iden­
tically distributed, and beyond the control of individual firms. Hence, Est is not indica­
tive of inefficiency. Inefficiency is captured by the additional error term in equation 
(6), Vst• Because inefficiency can only increase (not reduce) costs, Vst is a one-sided 
error term, Vst ?: 0, or more generally Vst ?: S, where S = a non-negative parameter. The 
input shares are assumed to have a functional component common to all firms (the 
bracketed expression in (7» and a random component captured by the two-sided error 
term <Osjt' where Lj<Osjt = O. 

While the translog has been widely used in econometric efficiency studies, it has 
some limitations that have led some researchers to seek alternative forms for the cost 
function. One limitation is that the trans log does not naturally allow any of the inde­
pendent variables to be equal to zero. Although this is not a problem with regard to 
input prices, it can be a limitation for outputs if more than one output is present and 
some firms do not produce all outputs. This is especially problematical in studying 
economies of scope, where zeros for some outputs are required to obtain meaningful 
results. 

When zero outputs are present, one approach is to salvage the translog using 
somewhat ad hoc techniques such as setting all zero outputs to a small positive number 
or adding 1 to the value of all outputs (not just the output involving the zeros). The 
approach of setting zero outputs to a small positive number has been shown to be 
unsatisfactory in studies of scope economies because quite different estimates of 
scope economies can be obtained, depending upon how close the number is to zero 
(e.g., Roller, 1990). 

Because of the limitations ofthe ad hoc techniques, for many purposes it is advis­
able to use an alternative functional form. We discuss three alternatives that show up 
relatively often in the financial services literature.8 The simplest is the Fuss normal­
ized quadratic, which replaces the logged values of outputs and input prices in equa­
tion (6) with the unlogged values of the variables (Morrison and Berndt 1981). 
Homogeneity is imposed by dividing all variables by one of the input prices. A lim­
itation of this form is that the results are not completely invariant to which input is 
chosen for normalization. An alternative is the generalized translog cost function, 

8 For further discussion of the importance of functional form and some additional alternatives see Gagne 
and Ouellette (1998) and Terrell (1995). 
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obtained by transforming the output variables using a Box-Cox transformation (Caves, 
Christensen, and Tretheway 1980). I.e., the In(y,it) in equation (6) are replaced by the 
Box-Cox transformed variate defined as y~11 = (Y~it - 1 )/<\>, <\> 1= o. The Box-Cox model 
is the same as the translog if <1> = 0; and thus fails to improve on the trans log if <1> is 
near O. 

Another functional form that seems ideally suited to the analysis of scope 
economies is the composite function (Pulley and Braunstein 1992). This functional 
form consists of a quadratic component for outputs, linked through interaction terms 
with a log-quadratic component for input prices. The resulting functional form can be 
estimated linearly, log-linearly or using a Box-Cox transformation. This functional 
form has been used by Berger, Cummins, and Weiss (1999) to analyze economies of 
scope in the insurance industry, considering firms that specialize in either life or prop­
erty-liability insurance along with those that write both types of insurance. 

A limitation of quadratic cost functions such as the translog is that they force the 
cost function to be U-shaped. This may be a problem if, for example, the actual cost 
curve exhibits constant returns to scale after output reaches the level where firms are 
no longer operating in the range of increasing returns to scale. The problem arises 
because the trans log was developed as a local approximation to the true underlying 
cost function and thus may give misleading results when used globally. This problem 
cannot be solved by extending the Taylor series expansion to include higher-order 
terms because the resulting function is still a local approximation. Several approaches 
have been proposed for solving this problem. A particularly promising approach is 
the use of the Fourier flexible functional form, first proposed by Gallant (1982). This 
form arises from the expansion of the unknown true cost function as a Fourier series. 
The usual procedure is to append the Fourier (sine and cosine) terms to a standard 
translog, giving an extremely flexible function that will not force the estimated cost 
function to have a region characterized by decreasing returns to scale. The Fourier 
flexible form is a global approximation because the sine and cosine terms are mutu­
ally orthogonal over the [0, 2It] interval, so that each additional term can make the 
approximating function closer to the true path of the data wherever it is needed.9 A 
disadvantage of this functional form is that the number of Fourier terms can become 
very large, increasing the number of parameters and causing degrees of freedom prob­
lems. Consequently, the method cannot be used for small data sets.IO 

McAllister and McManus (1993) find the Fourier form to be superior to the 
translog in estimating bank cost functions. In the only insurance application of the 
function to date, Berger, Cummins, and Weiss (1997) find that the Fourier terms in 

9 The orthogonality is perfect only if the data are evenly distributed over the [0, 21t] interval, but in 
most applications that have been reported, the Fourier terms lead to a significant improvement in the fit of 
the model (Berger and Mester 1997). 

10 The recommended number of parameters is N2!3J where N is the number of observations. For example, 
Berger, Cummins, and Weiss (1997) had 4720 observations and 492 parameters including translog and first, 
second, and third-order Fourier terms. For relatively large data sets such as theirs and the even larger data 
sets used in many banking studies, the number of parameters is not a serious problem because the number 
of parameters as a proportion of the total number of observations is declining in N. 
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their cost and profit function models add significant explanatory power to the translog. 
However, the results of their hypothesis tests were the same under the translog and 
the Fourier functional forms. 

Separating Inefficiency and Random Error. There are two principal methods for 
separating the random and inefficiency components of the error term--( I) making 
distributional assumptions about the error terms and (2) averaging estimated residu­
als over time to "average out" the random component of the error (the "distribution 
free" approach). The general procedure for estimating efficiency under the first 
approach is to jointly estimate the parameters of the cost function (6) and the para­
meters of the assumed distributions of the error terms using maximum likelihood, 
where the form of the likelihood function is determined by the distributional assump­
tions. The usual distributional assumptions are normal distributions for Est and (Osjt (see 
equations (6) and (7» and a truncated normal, exponential, or gamma distribution 
for Vst. II Efficiency is then estimated by separating the random and inefficiency com­
ponents of the residuals z" = Est + Vst from the maximum likelihood estimation. The 
separation technique involves finding the conditional probability distribution of Vst 

given Zst and finding the conditional expectation E(exp(-vst)lzsJ (see Greene 1993), 
providing an estimate of the ratio of frontier costs to actual costs for each firm in the 
sample. 

The distribution free method developed by Schmidt and Sickles (1984) and Berger 
(1993) provides an alternative to the distributional assumption approach when several 
years of data are available. The cost function is estimated for the entire data period, 
either year by year or by pooling the data for all years. In the absence of distributional 
assumptions, least squares estimation (ordinary, non-linear, etc.) must be used rather 
than maximum likelihood estimation. The residuals from the cost function estimation 
constitute a vector of random error terms for each firm, Zs = {Zsh Zs2' ... , ZsT}, s = 1, 
2, ... , S. The error term Zst is specified here as Zst = Est + v" i.e., the inefficiency com­
ponent is assumed to be the same for all years. No distributional assumptions are 
required for Est or v,. Rather, an estimate of the efficiency is extracted by averaging 
the estimated overall error, Zst= Vs + Est, over the sample period on the assumption that 
the random error Est will average out over time. Cost efficiency is then estimated for 
each firm as: 

E[ Vs IZsI ... ZsT ] = expCmins CZs) - zs) (8) 

where Zs denotes the average over the sample period of the residuals Zst for firm s, and 
minsCzs) is the minimum average error term for the firms in the sample. In addition 
to avoiding distributional assumptions, this method is also easier to implement than 
the distributional approach because it does not require the use of maximum likelihood 
methods. 

II For specificity, this discussion focuses on the translog, but a similar approach would apply for the 
other functional forms discussed above. 
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The distributional assumptions approach has been criticized for confounding effi­
ciency estimates with the choice of inappropriate probability distributions. However, 
Cummins and Zi (1998) show that the efficiency rankings of firms in their sample of 
U.S. life insurers are robust to the distributions assumed for the error terms. Further 
research is needed to determine whether this finding can be extrapolated to other data 
sets. The distribution free method is not susceptible to errors stemming from incor­
rect distributional assumptions. However, it may give misleading results if the ineffi­
ciency component of the error term is not constant over time or if the number of 
available data years is not sufficient to average out the random error. 

24.3.2 Mathematical Programming Methods 

The mathematical programming (non-parametric) approaches to estimating efficiency 
represent an empirical implementation of Shepard's distance function methodology 
discussed in section 2. The implementation that is used most frequently is data 
envelopment analysis (DEA), which was originated by Charnes, Cooper, and Rhodes 
(1978). The method can be used to estimate production, cost, revenue, and profit fron­
tiers and provides a particularly convenient way for decomposing efficiency into its 
components.12 E.g., cost efficiency can be conveniently decomposed into pure tech­
nical, scale, and allocative efficiency. DEA imposes somewhat less structure on the 
optimization problem than the econometric approach. The method is non-parametric, 
and neither functional form nor error term assumptions are required. Intuitively, the 
method involves searching for a convex combination offirms in the industry that dom­
inate a given firm. These firms constitute the given firm's reference set. If the refer­
ence set consists only of the firm itself, it is considered self-efficient and has an 
efficiency score of 1.0. However, if a dominating set can be found consisting of other 
firms, the firm's efficiency is less than 1.0. The implication is that the firm's outputs 
could be produced more cheaply (in the case of cost efficiency) by the "best practice" 
firms in the industry. In this section, we focus primarily on DEA, but we conclude the 
section with a discussion of the free disposal hull (FDH) methodology, which departs 
from DEA by dropping the convexity requirement. 

DEA efficiency is estimated by solving linear programming problems. For 
example, technical efficiency is estimated by solving the following problem, for 
each firm, s = 1, 2, ... S, in each year of the sample period (time superscripts are 
suppressed): 

(D(y"x,)r1 = T(y" x,) = minOs (9) 

Subject to fAs ~ y" XAs ~ O,x" and As ~ 0, 

12 Profit frontiers pose a somewhat different problem than the other types of DEA frontiers. See Fare, 
Grosskopf, and Lovell (1994), pp. 212-217. 
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where Y is an N x S output matrix and X a M x S input matrix for all firms in the 
sample, Ys is a N x 1 output vector and x, an M x I input vector for firm s, and As is 
an S x 1 intensity vector for firm s (the inequalities are interpreted as applying to each 
row of the relevant matrix). The constraint As ~ 0 imposes constant returns to scale. 
The firms for which the elements of As are non-zero constitute the firm s's reference 
set. 

Technical efficiency is separated into pure technical and scale efficiency by 
s 

reestimating problem (9) with the additional constraint LAs = 1 for a variable returns 
s=l 

to scale (VRS) frontier (this step estimates pure technical efficiency), and again with 
s 

the constraint LAs::; 1 for a non-increasing returns to scale (NIRS) frontier. Pure 
s=l 

technical efficiency is defined as the distance from the variable returns to scale fron-
tier (see Figure 3), and the relationship TE(x" Ys) = PT(x" Ys) SE(x" Ys) can be used 
to separate pure technical and scale efficiency, where SE(x" Ys) represents scale effi­
ciency and PT(x" Ys) pure technical efficiency. Thus, if TE = PT, i.e., the CRS and 
VRS technical efficiency estimates are equal, then SE(x" Ys) = I and CRS is indicated. 
If SE i= 1 and the NIRS efficiency measure = PT, DRS is present; whereas if SE i= 1 
and the NIRS efficiency measure i= PT, then IRS is indicated (Aly, et al. 1990). 

A two-step procedure is used to estimate DEA cost efficiency. The first step is to 
solve the following problem for each firm s = I, 2, ... , S: 

Min TX 
Ws s 

Xs 

Subject to: YAs ~yj, i = 1,2, ... , N, XAs::; xj,j = 1,2, ... ,M, and As ~ o. 

(10) 

where T stands for vector transpose. The solution vector x~ is the cost-minimizing 
input vector for the input price vector Ws and the output vector Ys' The second step is 
to calculate firm s's cost efficiency as the ratio 11s = w~x~/w~" i.e., the ratio of 
frontier costs to actual costs. Thus, cost efficiency satisfies the inequality, 0 < 11s ::; 1, 
with a score of I indicating that the firm is fully cost efficient. 

Revenue efficiency is estimated similarly to cost efficiency. However, in this case 
we adopt an output-oriented rather than an input-oriented approach and maximize rev­
enues rather than minimizing costs. The setup of the problem is suggested by Lovell 
(1993). Specifically, the following problem is solved for each firm in each year of the 
sample period: 

Max N 

LPsjYsj 
Ys j=) 

Subject to: YAs ~ Yj, i = 1,2, ... ,N, XAs::; Xj,j = 1,2, ... ,M, and As ~ O. 

(11) 
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The solution vector y; is the revenue maximizing output vector for the output price 
vector p, and the input vector Xs' Revenue efficiency is then measured by the ratio 
K, = iY/p~y;'5. 1. Linear programming is used to solve the problem defined in (II). 

All of the DEA methods discussed so far impose the condition that the efficient 
frontier be a convex set. While this generally seems to be a reasonable assumption, 
there is no necessary mathematical or economic reason why it should always hold in 
practice. Deprins, Simar, and Tulkens (1984) criticize the DEA methodology for 
imposing the convexity assumption, contending that it leads to a poor fit to some 
observed data sets because it does not allow for local non-convexities. Intuitively, the 
convexity assumption allows a firm to be dominated by a convex combination of other 
firms even if there is no firm actually operating with the input-output vector of the 
"virtual" firm created by the convex combination. 

Deprins, Simar, and Tulkens (1984) propose the elimination of the convexity 
assumption, leading to the free disposal hull (FDH) estimation technique. The FDH 
name comes from its retention of another major assumption of DEA, free dispos­
ability, which implies, for example, that outputs do not decrease if some inputs are 
increased (strong disposability of inputs). The FDH method allows the frontier to have 
local non-convexities. It has been shown to envelop the data more closely than DEA, 
and FDH efficiencies tend to be considerably higher than those for DEA with many 
more self-efficient firms (Vanden Eeckaut, Tulkens, and Jamar 1993, Cummins and 
Zi 1998). However, it is not at all clear that the increase in goodness of fit is eco­
nomically meaningful, i.e., the frontier may indeed be convex for some industries. 
More research is clearly needed to resolve the convexity issue. 

24.3.3 Pros and Cons: Econometrics Versus Mathematical Programming 

The choice of methodology for estimating efficient frontiers has generated contro­
versy in the literature, with some researchers arguing for the econometric approach 
(e.g., Berger 1993, Greene 1993) and others for the mathematical programming 
approach (e.g., Seiford and Thrall 1990, Charnes, et al. 1994, chapter 1). The primary 
advantage of the econometric approach is that it allows firms to be off the frontier 
due to random error as well as inefficiency and, consequently, does not count purely 
random error as inefficiency. The primary disadvantage of the econometric approach 
is that it requires the specification of a functional form such as the translog to esti­
mate the frontier and, as well, requires distributional assumptions in order to recover 
the efficiency estimates. The choice of an inappropriate functional form or distribu­
tional assumptions for the error terms potentially confounds the efficiency estimates 
with specification error. I) It is also more difficult to decompose efficiency into its 
components with an econometric model than with DEA. 

A principal advantage of the mathematical programming approach is that it is 

13 Gagne and Ouellette (1998) provide evidence on the importance of the choice of functional form and 
data quality when using econometric methodologies. 
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non-parametric and thus avoids specification error because it is not necessary to 
specify a functional form or distributional assumptions. However, in most applica­
tions of the methodology, any departure from the frontier is measured as inefficiency, 
i.e., random error or bad luck is not separated out. Another advantage of DEA is that 
it solves the optimization problem separately for each decision making unit (DMU) 
and thus optimizes over individual units (Charnes, et al. 1994, pp. 4-5). Economet­
ric models, on the other hand, optimize over the sample as a whole, and the estimated 
function is assumed to apply to all units in the sample, with all of the differences 
among firms captured through the estimated residuals. Thus, DEA can produce esti­
mates of important quantities such as economies of scale that apply to specific units 
of observations (firms), whereas econometric estimates of scale economies are based 
on the same parameter estimates for all units. 

DEA is at a disadvantage if the outputs of firms in a given sample are character­
ized by significant heterogeneity, e.g., if there are significant quality differences 
among firms. Because DEA involves the selection of a reference set for each firm in 
the sample, with heterogeneity it is possible that the firms in a given firm's reference 
set are not producing comparable outputs. For example, a high quality firm may appear 
to be dominated by a set of low quality firms. Heterogeneity may be a less serious 
problem in econometrics because an "average frontier" is being estimated and because 
the error terms can absorb some of the effect of heterogeneity. It is important, however, 
to utilize samples of firms with outputs that are as homogeneous as possible in both 
methodologies. 

How important is the choice of an efficiency estimation methodology? Some clues 
are provided by the few studies that have applied a range of estimation methodolo­
gies to the same data set. Cummins and Zi (1998) apply a variety of econometric and 
mathematical programming techniques to estimate the cost efficiency of U.S. life 
insurers and find that econometric efficiency estimates are robust to the choice of dis­
tributional assumptions for the error term.14 The rank correlations among efficiency 
scores for the econometric methods are typically above 0.95. The rank correlations 
between the econometric and mathematical programming efficiency estimates are 
lower (around 0.67). They also find that the convexity assumption makes a significant 
difference in the mathematical programming approach. The rank correlations for cost 
efficiencies between DEA and FDH averaged about 0.6, and the rank correlations 
between FDH and the econometric methods also averaged about 0.6. The choice of 
whether to impose the convexity assumption in mathematical programming may be 
as important as the choice between econometrics and mathematical programming. 
More research is clearly needed to analyze the consistency among the various method­
ologies as well as the economic significance of the alternative efficiency scores. 

The advantages and disadvantages of the econometric and the mathematical pro­
gramming approaches provide some guidance as to the choice of a methodology for 
specific data sets. For example, if the data are known to be noisy due to reporting 

14 For a similar analysis of the banking industry see Bauer, et al. (1998). 
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errors, etc., the econometric approach might be expected to yield more accurate results 
because of its ability to filter out random error. However, if the noise is in the inde­
pendent variables of the econometric model rather than the dependent variable, then 
the model will be subject to errors-in-variables bias, with unknown impact on the effi­
ciency estimates. Additionally, the disadvantage of counting random error as part of 
inefficiency in DEA can be partially obviated by conducting ex post regressions with 
efficiency scores as dependent variables and firm characteristics as independent vari­
ables-a procedure that is often convenient for hypothesis testing (e.g., see Cummins, 
Weiss, and Zi 1999). Because efficiency is used as the dependent variable, the ex post 
regressions partially correct for the inclusion of random error in the efficiencies 
without causing errors-in-variables bias. 

Mathematical programming is likely to be advisable if the objective is to study 
the performance of specific units of observation, because the optimization is con­
ducted separately for each unit. Mathematical programming may be the only alterna­
tive for problems involving small numbers of observation units. Because the method 
is not statistical, it is possible to estimate DEA efficiency in very small samples, as 
long as the number of inputs and outputs is not very large. For moderate sample sizes, 
DEA may give more reliable estimates than econometrics even for larger numbers of 
inputs and outputs. Of course, it should be borne in mind that any efficiency estima­
tion only provides an indication of "best practices," i.e., the true frontier can never be 
estimated with real data. With a small sample, there are fewer observations to form 
the dominating sets and hence efficiency is likely to be overestimated. 

In summary, it is difficult to give clear guidelines about whether econometrics or 
mathematical programming is likely to give more accurate results for specific samples. 
However, the econometric and mathematical programming methods have advantages 
and disadvantages that can make a difference in specific situations. Probably the best 
approach is the one recommended by Cummins and Zi (1998)-use at least one 
econometric methodology and at least one mathematical programming methodology. 
This approach is likely to pay dividends in terms of obtaining meaningful and useful 
results. 

As the methodologies continue to evolve, it is likely that the major limitations of 
the methods will be overcome and a type of convergence will be achieved. For 
example, recent papers have begun to develop stochastic mathematical programming 
models (Land, Lovell, and Thore 1993) as well as providing the underlying statistical 
theory for the mathematical programming (e.g., Grosskopf 1996). 

24.3.4 Measuring Total Factor Productivity 

Because the primary purpose of this paper is to discuss frontier efficiency methods, 
we provide only a brief overview of total factor productivity measurement, focusing 
on non-frontier productivity indices (index numbers) and the more recently developed 
fronitier-based Malmquist approach. The index number approach to total factor 
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productivity originated with Tinbergen in 1942 (Kendrick and Vaccara 1980). The 
Malmquist method is credited to Caves, Christensen, and Diewert (1982), for 
the theory, and to Fiire, Grosskopf, Lindgren, and Roos (1994), for the empirical 
methodology. 

Under the index number approach, total factor productivity (TFP) growth is 
defined as the difference between output and input growth. Productivity indices are 
often used to gauge the performance of national economies, and indices are also some­
times used to condense the number of outputs and/or inputs for a multi-output or 
multi-input firm. The challenge in developing productivity indices is to summarize in 
a single number the performance of an operating unit producing multiple outputs with 
multiple inputs. To use this approach, data for output and input quantities and prices 
are required. No parameters are estimated, but the index formula itself usually is 
derived from an assumed functional form for cost or production. 

The most popular non-frontier index by far is the Divisia index of total factor pro­
ductivity (Diewert 1981). The Divisia index of TFP growth can be derived from a 
translog aggregator (flexible) function exhibiting constant returns to scale and profit 
maximizing competitive behavior. When used to measure TFP, productivity growth is 
assumed to be Hicks neutral. 15 An alternative index, the "exact" index may be used 
if non-constant returns to scale are known to exist. In cases where these assumptions 
are not reasonable, ex post regression analysis may be used to isolate the effect of 
such factors as size and regulation. To define the Divisia index, we first define the pro­
duction function y(t) = F[x(t), t] = A(t)f[x(t)], where y(t) = the output at time t, x(t) 
= the vector of inputs, and A(t) = a cumulative shift factor for the production func­
tion at time t. Then the Divisia index of total factor productivity growth is defined 
as: 16 

(12) 

M 

where wit) = price of the jth input, sit) = the jth input share = wit)x/t)ILw/t)x/t), 
j=l 

A dot over a symbol indicates a time derivative. Hicks neutrality allows us to sepa-
rate the shift factor A(t) from the function j[x(t)] and thus to conveniently measure 
productivity growth. 

The index approach is used typically in cases where direct econometric estima­
tion of a cost or production function is infeasible because the functional form for cost 
or production is not known and/or a sufficient number of observations to estimate the 
parameters in flexible functional forms are not available. This approach is sometimes 

15 Hicks neutrality means that the ratio of the marginal products of capital and labor for any ratio of 
capital and labor input is independent of time. 

16 For simplicity, we use only one output. However, the Divisia index can be defined for multiple outputs. 
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used in analyzing national accounting data, such as insurance gross product originat­
ing because it is easy to compute (i.e., no estimation is conducted) (e.g., Bernstein 
1997). 

As discussed above, Malmquist indices also can be used to measure total factor 
productivity growth. The approach is to compute the distance of each decision making 
unit's operating point in period t to the frontier in periods t and t + 1 as well as the 
distance of its t + 1 operating point from both frontiers and then to compute the index 
using equation (4). Malmquist indices are estimated by solving linear programming 
problems similar to (9). For example, for firm s, the distance of the time t input-output 
bundle (x;, y;) from the time t + 1 frontier, i.e., D'+1(X;, y;), can be obtained by solving 
the following problem: 

where 1"+1 is the N x S output matrix for all sample firms at time t + 1, y; is the N x 
1 output vector for firm s at time t, X+I is the M x S input matrix for all sample firms 
at time t + 1, x; is the M x 1 input vector for firm i at time t, and As is the intensity 
vector for firm s. The Malmquist approach has the advantage of lending itself to the 
decomposition of total factor productivity growth into technical change (shifts in the 
frontier) and efficiency change (movement of operating units closer to or further from 
the frontier over time). 

24.4 DEFINING OUTPUTS AND INPUTS 

An important step in efficiency analysis is the definition of inputs and outputs and 
their prices. Indeed, the results can be misleading or meaningless if these quantities 
are poorly defined. This problem is especially acute in the service sector, where many 
outputs are intangible and many prices are implicit. Defining inputs also must be done 
with care in studies of the u.s. insurance industry, where data on the number of hours 
worked and number of employees, are not available in public sources. In spite of the 
challenges, researchers have devised measures of inputs, outputs, and prices that 
produce economically meaningful results. This section discusses the concepts and 
definitions of outputs, inputs, and their prices. 

24.4.1 Outputs and Output Prices 

Measuring Financial Services Output. Insurers are analogous to other financial 
firms in that their outputs consist primarily of services, many of which are intangi-
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ble. Three principal approaches have been used to measure outputs in financial ser­
vices-the asset (intermediation) approach, the user-cost approach, and the value­
added approach (see Berger and Humphrey I 992b). The asset approach treats financial 
firms as pure financial intermediaries, borrowing funds from one set of decision 
makers, transforming the resulting liabilities into assets, and paying out interest to 
cover the time value of funds used. The asset approach would be inappropriate for 
property-liability insurers because they provide many services in addition to financial 
intermediation. In fact, the intermediation function is somewhat incidental to prop­
erty-liability insurers, arising out of the contract enforcement costs that would be 
incurred if premiums were not paid in advance of covered loss events. This is true to 
a lesser extent for life insurers, where intermediation is the most important function. 
However, ignoring insurance outputs is likely to overlook important distinctions 
among insurers and thus give less accurate results than if a wider range of outputs 
were used. Accordingly, the asset approach also is not likely to be optimal for either 
property-liability (PIL) or life insurers. 

The user-cost method determines whether a financial product is an input or output 
on the basis of its net contribution to the revenues of the financial institution (Hancock 
1985). If the financial returns on an asset exceed the opportunity cost of funds or if 
the financial costs of a liability are less than the opportunity costs, then the product 
is considered to be a financial output. Otherwise, it is classified as a financial input. 
This method is theoretically sound but requires precise data on product revenues and 
opportunity costs, which are difficult to estimate. 17 This approach is especially prob­
lematical for the insurance industry because insurance policies bundle together many 
services, which are priced implicitly. 

The third approach to measuring output-the value-added approach-is the most 
appropriate method for studying insurance efficiency. The value-added approach con­
siders all asset and liability categories to have some output characteristics rather than 
distinguishing inputs from outputs in a mutually exclusive way. The categories having 
significant value-added, as judged using operating cost allocations, are employed as 
important outputs. Others are treated as unimportant outputs, intermediate products, 
or inputs, depending on their other characteristics. The following discussion focuses 
solely on the value-added approach. 

Services Provided by Insurers. Since insurance outputs are mostly intangible, it is 
necessary to find suitable proxies for the volume of services provided by insurers. 
This section discusses the principal services provided, and subsequent sections deal 
with insurance output measurement. 

Insurers provide three principal services: 

17 Efforts to apply the user cost method in banking found that the classifications of inputs and outputs 
were not robust to the choice of opportunity cost estimates nor were they robust over time (see Berger and 
Humphrey 1992b). 
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Risk-pooling and risk-bearing. Insurance provides a mechanism for consumers 
and businesses exposed to insurable contingencies to engage in risk reduction 
through pooling. Insurers collect premiums from their customers and redistribute 
most of the funds to those policyholders who sustain losses. The actuarial, under­
writing, and related I.!xpenses incurred in operating the risk pool are a major com­
ponent of value added in insurance. Policyholders may also have their risks 
reduced because insurers hold capital to cushion unexpected loss and investment 
shocks. Again, this creates value-added by increasing economic security. 
"Real" financial services relating to insured losses. Insurers provide a variety 
of real services for policyholders. In life insurance, these services include finan­
cial planning and counseling for individuals and pension and benefit plan admin­
istration for businesses. In property-liability insurance, real services include risk 
surveys, the design of coverage programs, and recommendations regarding 
deductibles and policy limits. Insurers also provide loss prevention services. 
Intermediation. Insurers issue debt contracts (insurance policies and annuities) 
and invest the funds until they are withdrawn by policyholders (in the case of life 
insurers) or are needed to pay claims. In life insurance, interest credits are made 
directly to policyholder accounts to reflect investment income; whereas, in 
property-liability insurance, policyholders receive a discount in the premiums they 
pay to compensate for the opportunity cost of the funds held by the insurer. The 
net interest margin between the rate of return earned on assets and the rate cred­
ited to policyholders represents the value-added of the intermediation function. 

Insurance expense data presented in Table 1 helps us to identify the main sources 
of value-added. In 1996, about 41 (30) percent of operating expenses for life insur­
ers (property-liability insurers) were for agents' commissions. Agents perform real 

Table 1 
Expense Analysis: US Life and Property-Liability Insurers 

Expense Item Life Property-Liability 

Commissions and Brokerage 40.9% 30.0% 
Claims Adjustment 1.0% 14.7% 
Employee Salaries & Benefits 27.8% 29.3% 
Advertising 1.8% 0.9% 
Postage, Telecommunications, etc. 2.3% 2.1% 
Equipment 2.8% 3.4% 
Real Estate and Rent Items 3.3% 3.1% 
All Other 20.1% 16.5% 
Total Expenses (in Billions)* $80 $107 

Note: All data are for 1996. 
Source: Best s Aggregates and Averages 1997, NArC life data tapes, 1996. 
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services such as financial counseling and giving advice on coverages and deductibles. 
They also collect underwriting information and expand the size of the insurer's risk 
pool. About 28 (29) percent of total expenses are for personnel costs for functions 
other than sales and claims settlement. These expenditures are for the underwriters, 
actuaries, and administrators that operate the insurance risk pool. For property­
liability insurers, a substantial share of expenses (15 percent) goes for claims settle­
ment services, which include such real services as providing a legal defense against 
liability suits. Investment expenses account for 9 (2) percent of total expenses for life 
(property-liability) insurers. These expenses along with the net interest margin 
between what insurers earn on their investments and what they credit to policyhold­
ers, is a measure of the value added by the intermediation function. A rough idea of 
the magnitude of the net interest margin can be obtained by observing that a 50 basis 
point margin on invested assets would be equivalent to 14 (10) percent of total 
expenses for life (property-liability) insurers. Thus, intermediation is also an impor­
tant output for insurers. 

Defining Insurance Output: Theoretical Foundations. Before turning to the spec­
ification of the variables used to represent insurer outputs in efficiency estimation, we 
briefly consider the concept of insurance output from a theoretical perspective. The 
provision of real services poses no conceptual hurdles that need to be explored here. 
However, it is useful to explore the concept of the value-added from the risk­
pooling/risk-bearing function in the context of the theory of insurance economics. The 
treatment of the intermediation function also requires some discussion. 

In terms of insurance economics, the value-added from risk-pooling is measured 
by the Pratt-Arrow concept of the insurance premium. The result is stated succinctly 
by Arrow (1971, p. 95): 

Consider an individual faced with a random outcome Yand offered the alterna­
tive of a certain income, Yo. A risk averter would be willing to accept a value of 
Yo less than the mean value, E( Y), of the random income; the difference may be 
thought of as an insurance premium. 

Stated more precisely, the insurance premium (value-added) is the amount which 
makes the individual just indifferent between retaining and insuring the risk, i.e., the 
insurance premium 1t is the solution to: 

U(W -ilL -1t) = fu(w - L)f(L)dL 

where U(W> = utility function, with U' > 0, U' < 0 
W = initial wealth (non-stochastic), 
L = the loss (stochastic), with L ~ 0, 

f(L) = the probability of loss distribution, and ilL = E(L). 

(14) 
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Thus, the value added by the insurance transaction is the maximum amount over and 
above the expected loss the policyholder is willing to pay, i.e., 7t. After all, the con­
sumer clearly has the option of going uninsured and having risky wealth with expected 
value (W -ilL)' It is the additional amount he/she is willing to pay over and above the 
expected loss that constitutes the value of the insurance. 

In a competitive market, the full amount of consumer welfare gain from insur­
ance may not be observed, i.e., the market may be able to provide the insurance for a 
loading less than 7t. It is not possible to measure the unobservable consumers' surplus 
that results. However, it should be clear that the amount paid in addition to the 
expected value is the measurable value-added by risk-pooling. 

Although we have used the term insurance premium in this discussion to be con­
sistent with Arrow (1971), in the remainder of the paper we refer to 7t as the loading 
in order to avoid confusion with the standard terminology in the insurance literature, 
where the term premium is used to mean the total amount paid by the policyholder 
for insurance, i.e., the expected loss plus the loading. 

Because premiums are usually paid in advance of loss payments, it is necessary 
to appropriately account for investment income when measuring insurance output, 
output prices, revenues and profits. The correct approach for incorporating investment 
income can be illustrated by a simple one-period, two-date model of the insurance 
firm. The insurer is assumed to commit equity capital of S to the insurance enterprise 
at time O. Premiums in the amount P are paid at time zero, and the premiums and 
equity are invested at rate of return r. Losses are paid at the end of the period (time 
1). To avoid unnecessarily complicating the analysis, we assume that there are no 
taxes. IS 

The first concept to illustrate is the price of insurance, which corresponds to 7t in 
equation (12). Following the approach in Myers and Cohn (1987) and Cummins 
(1990), the premium is: 

P = _L...:...(l_+_e...:...) _+_S.!....p 
l+r 

where L = the expected loss, 
e = insurer expenses expressed as a proportion of the expected loss, and 

(15) 

p = the risk premium received by equity holders for bearing insurance risk. 

The quantity of insurer output is proxied by the present value of losses incurred, 
i.e., output = LI( 1 + r). This is appropriate because the purpose of insurance is to redis­
tribute funds from those members of the pool who do not have a loss to those who 
do suffer a loss. Thus, L is the total amount redistributed by the insurer and proxies 
for the amount of pooling conducted. Insurer revenues are equal to total premiums 

iR Myers and Cohn (1987) and Cummins (1990) generalize the model to incorporate taxes. 
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received plus investment income earned, i.e., revenues = P + r(P + S); and value­
added is defined as revenues minus loss payments and the interest earned on equity, 
or 

Value Added = P + rep + S) - rS - L = eL + pS (16) 

It is necessary to subtract out the investment income on equity because this amount 
will be earned by equity holders in any case. Equity holders have the option of writing 
no insurance and thus operating as a mutual fund so that merely investing the equity 
carries no opportunity costs associated with operating an insurance business. The 
additional costs resulting from placing the money at risk in the insurance business are 
reflected in the risk premium p. The total value-added, eL + pS, thus equals the insur­
ers expenses plus the owners' profit for bearing insurance risk. The price of insurance 
is defined as the value-added per dollar of output: 

L 
P--

Price = P-PV(L) = I+r =e+~p 
PV(L) L L 

l+r 

(17) 

This result can easily be generalized to incorporate the intermediation function. 
This is done by discounting at a rate rp < r to obtain the premium, where (1 + r) = 
(1 + rp)(1 + m) and m = the net interest margin received by the insurer for perform­
ing the intermediation function. Continuing to use r as the investment income rate, it 
is easily shown that the value-added becomes: 

v = m[L(l + e) + rS] + [eL + rS] (18) 

which equals the value added from intermediation plus the value added by 
risk-pooling. 19 

Defining Insurance Output In Practice. Some efficiency studies have used premi­
ums to measure output. This is inappropriate, however, because premiums represent 
price times the quantity of output not output (Yuengert 1993). As he points out, "sys-

19 It is hoped that this discussion will clear up some confusion in the literature about insurance price 
and output. For example, Armlcnecht and Ginsburg (1992) define insurance price as (P - L)/L, which in 
our notation equals [e + (S/L)p - r]/(l + r), i.e., in their formulation investment income on policyholder 
funds is part of the price. This is not correct because the policyholder could invest these funds in any event 
and thus there is no opportunity cost associated with having the funds invested instead by the insurer except 
in the case where the insurer earns a net interest margin from intermediation. The type of fallacious rea­
soning that the Armknecht-Ginsburg definition can lead to is exemplified by Lipsey (1992), who, in com­
menting on their paper observes that "a rise in investment earnings by casualty insurance companies does 
make it cheaper to insurer your car." 
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tematic differences in price across large and small firms may lead to misleading infer­
ences about average costs if premiums are used as an output proxy" (Yuengert 1993, 
p. 489). Thus, it is important to develop measures that are consistent with the pre­
ceding discussion. 

For property-liability insurers, it is possible to develop practical measures of price 
and output that correspond closely to the theoretical measures discussed above. 
Specifically, the present value of real losses incurred can be used as a reasonable proxy 
for output. 20 Estimates of the payout proportions can be obtained by applying the Inter­
nal Revenue Service or Taylor separation methods to data from Schedule P of the reg­
ulatory annual statement that provides information on reserve runoffs (see Cummins 
1990); and discounting can be performed using U.S. Treasury yield curves. Because 
the various lines of business offered by insurers have different risk and payout char­
acteristics, it is usually appropriate to use several output measures, grouping together 
lines with similar characteristics. Output prices can then be obtained using the 
formula: (P - PV(L))/PV(L), where PVO is the present value operator. 

For life insurers, it is not possible to obtain meaningful present values based on 
publicly available data because of the complexity of life insurance products and lim­
itations on the types of information reported by life companies. The approach used in 
some of the most recent papers is to define output as incurred benefits plus additions 
to reserves (Berger, et al. 1999, Cummins, Tennyson, and Weiss 1999, Meador, Ryan 
and Schellhorn 1997). Incurred benefits represent payments received by policyhold­
ers in the current year and are useful proxies for the risk-pooling and risk-bearing 
functions because they measure the amount of funds pooled by insurers and redis­
tributed as benefits. The funds received by insurers that are not needed for benefit pay­
ments and expenses are added to policyholder reserves. Additions to reserve thus 
should be highly correlated with the intermediation output. Both incurred benefits and 
additions to reserves are correlated with real services provided by insurers, such as 
financial planning. Because the major products offered by life insurers differ in the 
types of contingent events that are covered and in the relative importance of the risk­
pooling, intermediation, and real services, it is necessary to define several types of 
output, representing the major lines of insurance. In keeping with the value-added 

20 A potential disadvantage of using losses as an output proxy is that losses are a random variable, i.e., 
are observed with error. This has the potential of creating errors-in-variables bias in the estimated econo­
metric functions and of introducing error that is picked up as inefficiency by DEA. In econometric models 
this problem might be dealt with by using instrumental variables estimation. An alternative that would apply 
to both the econometrics and DEA would be to use a measure of expected losses equal to premiums earned 
multiplied by the average loss ratio for the appropriate line(s) of business over a period of n years prior to 
the year of analysis. As such a measure has not been used in any extant insurance efficiency studies, further 
research is needed to determine the effect of using this type of variable on the efficiency scores, as well as 
to determine which of the available output proxies is most economically meaningful. In the case of extreme 
randomness in losses, it is conceivable that using premiums might create less bias in the analysis than a 
loss-based proxy. Further research also should be conducted on the impact of using losses versus premi­
ums as the output proxy. The loss randomness problem is less serious for life insurers because life insur­
ance benefit payments are highly predictable, i.e., characterized by less random error than property-liability 
insurance losses. 
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approach to output measurement, the price of each insurance output is defined as the 
sum of premiums and investment income minus output for the line divided by output 
(investment income is reported by line in insurance accounting statements). 

A promising avenue for future research is to use physical measures to proxy for 
insurance outputs in life insurance. Life insurers are required to report the number of 
claims paid and incurred as well as the number of policies issued and in force and 
the amount of insurance written and in force. Using these physical measures can 
control more precisely for differences among companies. For example, expenses differ 
among companies as a function of average policy sizes and the proportion of new 
business to existing business (Weiss 1986), but the usual measures of life insurance 
output do not control for such differences. 

24.4.2 Inputs and Input Prices 

Insurer inputs can be classified into three principal groups: labor, business services 
and materials, and capital. For some applications it also may make sense to split labor 
into agent labor and all other (mostly home office) labor because the two types of 
labor have different prices and are used in different proportions by firms in the indus­
try (e.g., some firms use direct marketing in whole or in part, while others rely heavily 
on agents). In addition, there are at least three types of capital that can be consid­
ered-physical capital, debt capital, and equity capital. However, it is rare for insur­
ance efficiency studies to utilize more than four inputs. Because physical capital 
expenditures are a small proportion of the total (see Table I), they are often lumped 
together with business services and materials. 

Because physical measures of input quantities are not publicly available for insur­
ers, the approach taken in most insurance efficiency studies is to impute the quantity 
of physical inputs by dividing the relevant insurer expense item by a corresponding 
price index, wage rate, or other type of deflator. e.g., the quantity of labor is equal to 
the total expenditures on labor, from the regulatory annual statement, divided by the 
wage rate, i.e.: 

Q _ XI, 
Lt - c 

WL, 

where QLt = quantity of labor, 
WL' = current dollar hourly wages, and 
XL, = current dollar expenditures on labor. 

The price of labor is then obtained as: 

c 
WLt 

WLt =­
p, 

(19) 

(20) 
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where WLf = constant dollar wage rate, and 
Pt = the consumer price index (CPI). 

Multiplying QLt by WLt then gives constant dollar labor expense x,t = XL,!Pt. 
The wage rate for administrative labor is usually measured for life insurers using 

U.S. Department of Labor (DOL) data on average weekly wages for Standard Indus­
trial Classification (SIC) class 6311, life insurance companies, and for property­
liability insurers using DOL data on SIC class 6331, property-liability companies. 
Because wages vary significantly by state, the ideal administrative wage rate would 
be a weighted average based on the amount of work performed in various locations. 
However, to do this accurately would require data on the locations and relative sizes 
of the insurer's processing operations, which are not publicly available. Two approx­
imations that are often used for administrative labor are the wage rate for the state in 
which the company maintains its home office and a weighted average wage rate using 
the proportions of premiums written by state as weights. Neither measure is com­
pletely satisfactory. Most insurers either conduct their operations from a single home 
office or rely on regional (not state) offices. The limited research available on the 
administrative wage variable suggests that neither the efficiency scores nor the effi­
ciency rankings are significantly affected by the definition of this variable (e.g., 
Cummins, Tennyson, and Weiss 1999). Our view is that it makes more sense to use 
the wage rate for the state where the home office is located rather than the premium­
weighted-average wage rate. 

The price of agent labor is measured using U.S. Department of Labor data on 
average weekly wages for SIC class 6411, insurance agents. A weighted average wage 
variable is often used, with weights equal to the proportion of an insurer's premiums 
written in each state. The weighted average approach is more appropriate for agent 
labor than for home office labor because most agency services are provided at the 
local level, whereas most of the other tasks performed by insurance company employ­
ees take place at the home office or in regional offices. 

If prices were available for materials and business services, the quantity of this 
input would be: 

Q _ Xftt 
Mt - c 

WMt 
(21) 

where QMt = quantity of materials and business services, 
W~t = price of one unit of materials and business services, and 
X~t = current dollar expenditures on materials and business services. 

The price of materials and business services is typically not available. Instead, a price 
index is used, defined as: PMt = w~,!w~, where w~ = the price of materials and busi­
ness services in a base period (t = 0). Then the quantity is obtained as: 
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and the price is defined as 

W:Ut 
WMt =-c-­

WMOPt 

(22) 

(23) 

Multiplying price times quantity yields constant dollar expenditures on materials and 
business services, i.e., X Mt = QMtWMt = X:UJPt. A price index often used for the mate­
rials category is the business services deflator from the u.s. Department of Com­
merce, Bureau of Economic Analysis. 

Early studies of the efficiency of financial institutions tended to include physical 
capital as an input but ignored financial equity capital. However, a number of the more 
recent financial institutions studies have recognized financial equity capital as an input 
(e.g., McAllister and McManus 1993, Hermalin and Wallace 1994, Berger, Cummins, 
and Weiss 1997, Berger and Mester 1997, Hughes and Mester 1998). This is a depar­
ture from traditional production theory, where physical capital and labor are the 
primary inputs in the production function. The inclusion of equity capital is justified 
under the modern theory of the firm where a firm's technology is viewed as includ­
ing all of the contractual relationships that comprise the firm as well as physical tech­
nology choices such as computer and communications systems. Among the important 
contractual relationships are implicit and explicit contracts with the suppliers of the 
firm's financial capital. 

Financial equity capital is also viewed as an important input under the financial 
theory of insurance pricing, where insurance is viewed as risky debt (e.g., Cummins 
and Danzon 1997). Under this theory, insurance prices are discounted in the market 
to reflect the expected costs of insurer default. Better capitalized insurers should 
receive higher prices for their products than riskier insurers, other things equal, 
because more capital implies a higher probability that losses will be paid if higher 
than anticipated. If the ultimate output of the insurance firm is economic security, 
equity capital is a necessary input to bring the firm as close as possible to the typical 
insurance demand theory assumption that claims are paid with certainty (see the dis­
cussion above of the utility-theory rationale for defining insurance output).21 Finan­
cial equity capital is quantitatively quite important for insurers. E.g., the equity 
capital-to-asset ratios for life-health and property-liability insurers are 6.9 and 32.8 

21 Another rationale for the recognition of equity capital is that capital constitutes a constraint on the 
firm imposed by regulation. This was the approach taken in Weiss 1990. However, subsequent work has 
convinced us that it is better to treat capital as an input rather than a constraint, especially in view of the 
fact that most insurers, at least in the U.S., hold much more capital than is required by risk-based capital 
regulations (Cummins, Grace, and Phillips 1999). 
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percent, respectively.22 Accordingly, failure to recognize the cost of equity capital is 
likely to distort the results of efficiency estimation. 

The recognition of financial debt capital as an input is a less recent development 
than the recognition of financial equity in view of the fact that numerous banking 
studies have used deposits (the most important source of debt capital for banks) as an 
input. The rationale for the use of debt capital is that insurers raise debt capital by 
issuing insurance and annuity policies and then "intermediate" this capital into 
invested assets. Debt capital is not always used as an input in insurance or banking 
studies because reserves for insurers and deposits for banks have some characteris­
tics of both inputs and outputs. Additional research is needed to determine the sensi­
tivity of the estimated efficiency scores to the use of debt capital as an input. 

Because the data for all extant insurance efficiency studies comes from regula­
tory annual statements, the quantity of equity capital is usually defined as statutory 
policyholders surplus, deflated to constant dollars using the CPI. In property-liability 
insurance studies this is sometimes adjusted by an estimate of the equity in the 
unearned premium reserves and other statutory balance sheet categories such as non­
admitted assets whose treatment under statutory accounting principals (SAP) is not 
consistent with generally accepted accounting principles (GAAP). Adjustment for 
prepaid expenses are not possible for life insurers based on statutory data because of 
the complexity of the pre-paid expense calculations in life insurance. A possibility for 
future research would be to conduct the analysis using GAAP accounting statements. 

To measure the cost of equity capital, it would be desirable to use the market 
value expected return on equity (ROE). However, few insurers are publicly traded so 
using market ROE greatly restricts the sample size. Consequently, book value mea­
sures usually are used. One approach is to use the average book ROE (net income 
divided by policyholders surplus) for the three or five years prior to the year of analy­
sis. A problem with this approach is that it reduces the number of years for which 
efficiencies can be calculated by requiring at least three years prior to the start of the 
first year of efficiency analysis to compute average ROE. Another problem is that real­
ized ROE can be negative, whereas the ex ante ROE must be positive. An alternative 
approach to ROE estimation is to estimate a regression equation with realized ROE 
as the dependent variable and variables such as leverage, business mix, and asset mix 
as independent variables. 

A method that avoids the theoretical problem of negative ROE values but does 
not provide for much variability in costs of capital among insurers is to base the cost 
of capital on the financial ratings assigned by the A.M. Best Company, the leading 
financial rating firm for insurers. Cummins, Tennyson, and Weiss (1999) (CTW) adopt 
a three-tier approach to measuring the cost of capital based on Best's fifteen tier rating 
system that ranges from A ++ for the strongest insurers to F for insurers in liquida­
tion. The three tiers consist of the four ratings in the "A" range, the four ratings in 

22 The source for these ratios is the Federal Reserve Flow of Funds Accounts. 
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the "B" range, and all other rating categories. Based on an examination of the cost of 
equity capital for traded life insurers, a cost of capital of 12 percent is assigned to the 
top tier, 15 percent for the middle tier, and 18 percent for insurers in the lowest quality­
tier. CTW also conduct their analysis using the insurers' average return on book equity 
over the three years prior to each sample year. Although the use of the alternative cost 
of capital measure did not materially affect the results, it seems clear that more 
research is needed on the cost of capital issue. 

The debt capital of insurers consists primarily of funds borrowed from policy­
holders. For life insurers, debt capital includes the aggregate reserve for life policies 
and contracts, the aggregate reserve for accident and health policies, the liability for 
premium and other deposit funds, and other reserve items. For property-liability insur­
ers, reserves consist of loss reserves and unearned premium reserves. Insurers may 
borrow money through their holding companies, especially if they are publicly traded, 
but the amount of borrowed funds appearing on the statutory annual statements is 
trivial in comparison with reserves and thus is generally lumped together with 
reserves. Debt capital is deflated to constant dollars using the CPI. 

The interest payment made to policyholders for the use of policyholder-supplied 
debt capital (i.e., the cost of this type of debt capital) is implicit in the premium and 
in the dividend payments made by insurers to policyholders. The cost of policyholder­
supplied debt capital is estimated as the ratio of total expected investment income 
minus expected investment income attributed to equity capital divided by average 
policyholder-supplied debt capital (Berger, Cummins, and Weiss 1997). Expected 
investment income attributable to equity capital equals the expected rate of invest­
ment return multiplied by average equity capital for the year. This is based on the 
Myers and Cohn (1987) argument that investors will not supply capital to an insurer 
unless they receive a market return equal to the amount they could receive by invest­
ing in an asset portfolio that replicates the insurer's portfolio plus a risk premium for 
any additional costs associated with committing capital to the insurance business. 

24.5 A SURVEY OF INSURANCE EFFICIENCY RESEARCH 

This section provides a comprehensive survey of the research on productivity and effi­
ciency in the insurance industry, focusing on studies that utilize modern frontier effi­
ciency methodologies. 

24.5.1 Outputs and Inputs 

The outputs used in the extant insurance efficiency studies are summarized in Table 
2. The life insurance studies are discussed first, followed by property-liability. While 
some of the earlier life insurance studies used premiums as an output measure (e.g., 
Fecher, 1993, Gardner and Grace, 1993), most of the more recent studies have used 
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more appropriate output measures, such as incurred benefits and changes in reserves. 
This measure is used by Cummins, Tennyson, and Weiss (1999), Cummins and Zi 
(1998), Meador, Ryan, and Schellhorn (1997), and Kim and Grace (1995). Yuengert 
(1993) uses additions to reserves but does not include incurred benefits. Fukuyama 
(1997), following an intermediation approach, uses reserves and loans as his output 
measures. Another group of authors uses physical output measures such as numbers 
of policies or insurance in force (Bernstein 1997, Weiss 1986, Kellner and Mathew­
son 1983). We are aware of no research that compares the use of monetary and phys­
ical output proxies in measuring insurer output. 

Nearly all property-liability insurance studies use either the present value oflosses 
or losses as an output measure, usually broken down into four or more lines of insur­
ance. Berger, Cummins and Weiss (1997), Cummins, Weiss, and Zi (1999), and 
Cummins and Weiss (1993) use present values, whereas the other PIL studies use 
undiscounted losses. Some papers use assets to measure the intermediation function, 
while others use reserves. Only one study (Fecher, et al. 1993) uses premiums as 
output for PIL insurers. 

There is even more uniformity in the choice of inputs for insurance efficiency 
studies than there is for the choice of outputs (see Table 3). Virtually every study uses 
labor and capital as well as a third category called business services or materials. 
About one-fourth of the studies distinguish between home office and agent labor. The 
studies are about evenly split between the use of physical and financial capital, and 
two studies use both physical and financial capital. A considerable amount of agree­
ment also exists about the types of wage and price indices that are used to represent 
prices of the inputs. 

24.5.2 Average Efficiency Scores 

The results of the insurance industry efficiency studies are summarized in Table 4. 
The majority of the studies focus on the U.S., but analyses also have been conducted 
for France, Italy, Japan, and Spain. Two of the sixteen studies summarized in Table 4 
use both econometric and mathematical programming methodologies. Of the remain­
ing fourteen studies, nine employ econometric techniques and five use mathematical 
programming. The mathematical programming technique used almost exclusively has 
been DEA. Only one study utilized the FDH approach, even though the relaxation of 
the convexity assumption is potentially quite important. It would be useful to have 
additional research comparing DEA and FDH. The single study that made such a com­
parison for insurers found that the FDH efficiency scores tended to correlate some­
what better than the DEA scores with conventional performance measures such as 
return on equity, whereas both types of mathematical programming scores correlated 
somewhat better with the conventional measures than did the econometric scores 
(Cummins and Zi 1998). 

The extant insurance applications have mainly focused on cost and technical effi-
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ciency. Thirteen of the sixteen studies summarized in Table 4 estimate cost efficiency, 
and six studies estimate technical efficiency. Three studies consider profit efficiency, 
and two report revenue efficiency results. As efficiency analysis evolves, the trend will 
be towards the estimation of both technical/cost efficiency and revenue/profit effi­
ciency. One reason for this is that estimating only cost or technical efficiency misses 
the "big picture" question, i.e., whether the firm characteristics under analysis have 
an impact on the bottom line. 

A related reason for investigating revenue/profit efficiency as well as techni­
cal/cost efficiency is that looking at the latter types of efficiency alone can produce 
misleading conclusions. For example, numerous researchers have found that inde­
pendent agency insurers have higher expense ratios than direct writing insurers and 
interpreted the results as implying that independent agency firms are less efficient. 
Berger, Cummins, and Weiss (BCW) (1997) argue that this inference is incorrect. 
Their cost efficiency estimates confirm that independent agency firms have higher 
costs than direct writers. However, BCW provide evidence that the higher costs of 
independent agents are due to product quality differences, arguing that consumers are 
willing to pay for the higher quality so that the higher costs of independent agency 
firms are offset by additional revenues. The net result is that there are no significant 
differences in profit efficiency among insurers using the two distribution systems. Esti­
mating both cost and profit efficiency thus provides a general technique to control for 
unmeasured differences in the quality of services provided. 

The average cost efficiency estimates for life insurers are reasonably consistent 
across studies. Of the seven US. studies that report averages, four report average cost 
efficiencies between 0.35 and 0.5, a fifth (Cummins and Zi 1998) reports scores in 
this range for some methodologies, and a sixth (Berger, Cummins, Weiss, and Zi 1999) 
reports scores in this range for the life insurance operations of firms that produce both 
life and property-liability insurance. Higher scores were reported by Cummins and Zi 
(1998) for their econometric models (excepting DFA) and FDH, by Grace (1995), 
using econometrics, and by Berger, Cummins, Weiss, and Zi (1999) for insurers spe­
cializing in life insurance. DEA scores are generally expected to be lower than econo­
metric scores, because DEA measures all departures from the frontier as inefficiency, 
whereas the econometric approach allows for random error. However, this expecta­
tion is not always borne out in practice, i.e., DEA gives lower efficiency scores than 
the econometric approach for some data sets (see, for example, Ferrier and Lovell 
1990 for US. banks, and Fecher, et al. 1993 for French property-liability insurers) 
probably because the efficiency scores also are expected to reflect the appropriateness 
of the methodologies for the data. E.g., the use of an inappropriate functional form 
or distributional assumption could result in econometric efficiencies that are lower 
than DEA efficiencies. The higher scores for FDH than for DEA also are expected 
given the relaxation of the convexity condition. 

The P/L efficiency scores are less consistent across studies. The averages for US. 
studies range from 0.39 to 0.86, while Fecher, et al. (1993) find average cost efficiency 
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of 0.41 for French PI L insurers. The dispersion of scores within the industry are gen­
erally relatively high in insurance relative to banking, perhaps suggesting that insur­
ers have been somewhat sheltered from competition, at least in the past. 

24.5.3 Economies of Scale and Scope 

Table 5 summarizes the results of scale and scope studies that use modern frontier 
efficiency techniques, with the exception of Kellner and Mathewson (1983) and Grace 
and Timme (1992), which are included because they have received a significant 
amount of attention in the literature. In considering the results, it is important to keep 
in mind that DEA solves the optimization problem for each insurer and thus provides 
a unit-specific estimate of scale economies. However, the econometric approach esti­
mates a single function that applies to all insurers in the sample and thus provides 
less specific information about economies of scale. In addition, the use of cost func­
tions such as the translog and quadratic force the estimated models to have regions 
of increasing, constant, and decreasing returns to scale. DEA does not suffer from 
this potential problem because it does not require the specification of a functional 
form. 

Economies of scale are present if the unit costs of production decline as firm size 
(output volume) increases. The two DEA studies of U.S. life insurers summarized in 
Table 5 both find that most life insurers with less than $1 billion in assets are oper­
ating with increasing returns to scale and that the majority of larger firms are operat­
ing with decreasing returns to scale (Cummins, Tennyson and Weiss (CTW) 1999, 
Cummins and Zi 1998). However, these studies find a number of firms that operate 
with constant returns to scale even in the largest size categories. 

Using an econometric model, Grace and Timme (1992) find that increasing 
returns to scale disappear for the largest quartile of stock insurers but that increasing 
returns are present for all quartiles of mutuals. They do not report quartile bound­
aries, but based on the Cummins-Tennyson-Weiss study, the largest size quartile 
begins at roughly $1 billion. Thus, Grace and Timme's results are consistent with CTW 
in terms of the region in which returns to scale d~appear. Yuengert (1993), on the 
other hand, also using an econometric model, finds that returns to scale do not dis­
appear until around $15 billion in assets. Based on the CTW asset size distribution, 
$15 billion is approximately the 98th percentile. 

The CTW study used scale economy estimates primarily as an explanatory vari­
able, and scale economy results were not presented in their article. Because scale 
economies is an important topic and CTW estimated the most detailed set of results 
currently available, we present their scale economy results for U.S. life insurers in 
Table 6. The Cummins-Zi (1998) results are also reproduced in the table for purposes 
of comparison. The table shows the percentage of firms operating in the segments of 
the DEA frontier characterized by increasing, constant, and decreasing returns to scale 
in each of ten asset size categories. There is a very definite inverse relationship 
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between asset size and the percentage of firms operating with IRS and a correspond­
ing direct relationship between size and the proportion of firms operating with DRS. 
Interestingly, however, a significant proportion of the largest firms manage to operate 
with CRS. A useful topic for future research would be to investigate the characteris­
tics of the large CRS firms to identify the "best practices" that enable this group of 
firms to avoid DRS. 

These results are important because of the consolidation that is taking place in 
the life insurance industry. If scale economies disappear at about $1 billion, then it is 
difficult to justify mergers within the top quartile of the life insurers on cost economy 
grounds; and if firms with more than $1 billion tend to encounter DRS rather than 
CRS, mergers and acquisitions in this size range become even more difficult to justify. 
More research is clearly needed to resolve this issue; and more research is needed on 
scale economies in the property-liability insurance industry, which is also undergo­
ing consolidation. 

The issue of scope economies is also important because of the increasing preva­
lence of cross-industry mergers involving life insurers, property-liability insurers, and 
other financial institutions. Because scope economies are studied less frequently than 
scale economies, it is useful to define the concept. For simplicity, we focus on the 
case of firms that produce at most two outputs. Cost scope economies are defined as 
follows: 

(24) 

where S~ = cost scope economies; CJ(e) = the cost function; Yl, Yz = outputs; and 
WI. W2 = input prices. If S ~ > 0, cost scope economies are present, i.e., it is more costly 
for specialist firms to produce the two outputs separately than for a joint firm to 
produce both outputs; and if S~ < 0, cost scope diseconomies are present, i.e., sepa­
rate production is more efficient than joint production. Whereas scale economies result 
from spreading fixed costs over higher output volume, scope cost economies arise due 
to production complementarities, i.e., the joint use of some or all inputs. For example, 
a firm that writes both life and property-liability insurance needs to develop only 
one prospect list, which can be used in producing both types of insurance. Executive 
talent and brand names are other resources that can give rise to production 
complementarities. 

Revenue scope economies are defined as follows: 

(25) 

If Sf; > 0, revenue scope economies are present and a joint producing firm will earn 
higher revenues by producing outputs Yl and Y2 than would be earned by specialist 
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firms producing these outputs; and if S; < 0, revenue scope diseconomies are present, 
and specialists earn more than joint producers. Revenue scope economies arise due 
to consumption complementarities, e.g., customers may be willing to pay more to a 
joint producer because of the value of convenience or lower search costs that arise 
from buying more than one product from the same producer. Revenue scope 
diseconomies could arise if specialists provide higher quality products than joint 
producers, for example, because they are better able to tailor products to cust­
omers' specific needs. Profit scope economies are defined analogously to revenue 
scope economies and represent the net effects of production and consumption 
complementarities.23 

There have been only a few studies of cost scope economies and only one study 
of revenue and profit scope economies in the insurance industry. Neither Yuengert 
(1993) nor Grace and Timme (1992) find evidence of cost scope economies in the 
U.S. life insurance industry. Kellner and Mathewson (1983) find some evidence of 
cost scope economies for Canadian life insurers in the earlier years of their sample 
period but not for their most recent year. Their study is dated, however, ending in 
1976. Although not strictly speaking a scope economies study, Meador, Ryan, and 
Schellhorn (1998) find that firms that are diversified across multiple product lines are 
more efficient than those following a more focused strategy. 

Berger, et al. (1999) provide the only extant study of scope economies across the 
life and property-liability (PIL) segments of the U.S. insurance industry and also the 
only insuran(;e study to estimate revenue and profit as well as cost scope economies. 
They analyze firms that produce both life and PIL insurance as well as life insurance 
specialists and PIL specialists. They test the conglomeration hypothesis, which holds 
that operating a broad range of businesses leads to cost scope economies through 
sharing inputs in joint production and/or revenue scope economies through providing 
"one-stop shopping" to consumers who are willing to pay for the extra convenience. 
The competing hypothesis is the strategic focus hypothesis, which holds that firms 
can maximize value by focusing on core businesses and core competencies. Under 
this hypothesis, conglomeration is viewed as reflecting agency problems and man­
agerial opportunism. 

Berger, et al. (1999) find evidence of statistically significant cost scope economies 
for firms at the first size quartile, the median, and the third size quartile. At the first 
size quartile and the median, they find significant revenue diseconomies of scope that 
wipe out the cost economies, leading to zero profit economies of scope. However, 
there are no revenue economies or diseconomies for firms at the third size quartile so 
that cost scope economies translate into profit scope economies for these firms. Thus, 
the overall conclusion is that profit scope economies are more likely to be realized 

23 Berger, et al. (1999) develop an alternative to the traditional scope economy measures shown as equa­
tions (24) and (25). They estimate separate functions for joint producers and specialists in order to allow 
for differences in technology between joint producing and specializing firms. For their data set, the new 
approach gives significantly different scope estimates than the traditional approach. 
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for large insurers. They also find evidence that insurers with vertically integrated mar­
keting systems such as exclusive agents are more likely to realize profit scope 
economies than firms using non-integrated systems such as independent agents. 

24.5.4 Total Factor Productivity Growth 

Several papers explore the issue of total factor productivity (TFP) growth in the insur­
ance industry. Measuring TFP growth is important to gauge the effects of changing 
industry structure such as the wave of mergers and acquisitions currently underway 
in the U.S. insurance industry. It is also important to measure the effects of changes 
in management practices and the introduction of new technologies. The two principal 
approaches to measuring TFP growth are non-frontier TFP indices and the Malmquist 
index method. 

The results of TFP studies in the insurance industry are summarized in Table 7. 
Three studies have utilized the non-frontier index approach, five have utilized the 
Malmquist approach, and one used an econometric approach. Cummins, Tennyson, 
and Weiss (1999) find productivity growth of 4.1 percent per year in the U.S. life insur­
ance industry for the period 1991-1994, while Cummins, Weiss, and Zi (1999) find 
virtually no growth in productivity in the U.S. property-liability insurance industry 
for the period 1981-1990. It is possible that advances in technology have led to higher 
productivity gains for the property-liability insurance industry during the 1990s, and 
this would be an interesting topic for future research. 

Malmquist index analyses of Japanese life insurers (Fukuyama, 1997) and Italian 
life and property-liability insurers (Cummins, Turchetti, and Weiss, 1996) show effi­
ciency gains that are considerably higher than in the U.S. Fukuyama reports TFP gains 
of about 19 percent for Japanese life insurers over the period 1988-1993. Cummins, 
Turchetti, and Weiss find that firms which were in the Italian market for the entire 
period 1986-1993 showed TFP gains of about 3.4 percent per year but that when firms 
that entered or exited are included in the sample, efficiency gains are about 19 percent 
per year. Cummins and Rubio-Misas find that Spanish stock insurers improved total 
factor productivity by about 3 percent per year over the period 1989-1996, while 
Spanish mutuals experienced TFP regress of3.5 percent per year over the same period. 
The non-frontier index methodology studies tend to show more modest efficiency 
gains for insurers in the U.S., Canada, Japan, and three European countries. 

24.5.5 Other Economic Hypotheses 

Efficiency analysis has been used to investigate a number of economic hypotheses and 
issues in addition to economies of scale and scope and total factor productivity (see 
Table 8). One important issue is the effect of organizational form on performance. 
The two major hypotheses about organizational form are the expense preference 
hypothesis (Mester 1991) and the managerial discretion hypothesis (Mayers and 
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Smith 1988). These non-mutually exclusive hypotheses are based on the agency the­
oretic observation that the mutual organizational form provides weaker mechanisms 
for owners to control managers than the stock organizational form. The expense 
preference hypothesis holds that mutuals will be less efficient than stocks because 
managers will behave opportunistically, engaging in higher perquisite consumption 
than stock managers. The managerial discretion hypothesis posits that mutuals will 
be more successful in lines of business and other activities that involve relatively low 
managerial discretion such as lines with good actuarial tables. The hypothesis pre­
dicts that stocks are more likely to succeed in lines where managers need more dis­
cretion such as complex commercial coverages. The managerial discretion hypothesis 
implies that stocks and mutuals will use different technologies, where technology is 
defined as including the contractual relationships that comprise the firm, as well as 
physical technology choices. Stocks and mutuals are predicted to be sorted into market 
segments where they are relatively successful in dealing with various types of agency 
costs, and efficiency differences between the two firm types are not necessarily 
predicted. 

An analysis of the efficiency of U.S. mutual and stock property-liability insurers 
is presented in Cummins, Weiss, and Zi (CWZ) (1999). They estimate a pooled fron­
tier, including both organizational forms, and separate frontiers for mutuals and 
stocks. Hypothesis tests show that stocks and mutuals are using different technolo­
gies, supporting the managerial discretion hypothesis. They also perform a cross­
frontier analysis, computing efficiencies of mutuals (stocks) against a reference set 
consisting of all stock (mutual) firms. If the distance of mutuals (stocks) from the 
stock (mutual) frontier is greater than the distance from their own frontier, the impli­
cation is that the stock technology dominates the mutual technology. CWZ find that 
the stock technology dominates the mutual technology for producing stock output 
vectors, and that the mutual technology dominates the stock technology for produc­
ing mutual output vectors. This supports the managerial discretion hypothesis pre­
diction that firms are sorted into market segments where they have comparative 
advantages. However, in the cross-frontier cost efficiency analysis, they find that the 
stock cost frontier dominates the mutual cost frontier, implying that mutuals are less 
successful in minimizing costs. Thus, the paper also supports the expense preference 
hypothesis. Efficiency analysis thus enables researchers to come to a much richer 
understanding of firm performance than the conventional approach of using a single 
dummy variable to differentiate between stocks and mutuals. 

Another analysis of organizational form is provided by Fukuyama's (1997) study 
of Japanese life insurers. He finds that the Japanese stock and mutual insurers have 
identical technologies. Neither organizational form is clearly dominant in terms of 
efficiency, but the organizational forms tend to perform differently relative to one 
another depending on the economic conditions. 

The effects of organizational form on the efficiency of u.s. life insurers have been 
analyzed by Gardner and Grace (1993) and Cummins and Zi (1998). Neither study 
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finds significant efficiency differences between stocks and mutuals. However, it would 
be interesting to conduct a cross-frontier analysis to determine if a more sophisticated 
approach would find differences in efficiency by organizational form. Fecher, et al. 
(1993) analyze French life and non-life insurers. They find that stock life insurers have 
higher average efficiency scores than mutuals, but mutual non-life insurers have higher 
efficiencies than stocks. 

The effect of insurance distribution systems on efficiency has been studied by 
Cumniins,~Turchetti, and Weiss (CTcW) (1996) and Berger, Cummins, and Weiss 
(BCW) (1997). CTcW find significant efficiency differences between direct writing 
and independent agency firms in their sample of Italian insurers. BCW shed addi­
tional light on this time-honored area of empirical investigation, as discussed above, 
finding that the higher costs of U.S. independent agency firms are due to unmeasured 
differences in service intensity that are compensated for by higher revenues. 

Another application of efficiency analysis in insurance is to analyze the efficiency 
effects of mergers and acquisitions (M&A) (Cummins, Tennyson, and Weiss 1999). 
CTW analyze the efficiency effects of mergers and acquisitions in the u.s. life insur­
ance industry, covering the period 1988-1995. They find that acquisition targets tend 
to show significantly larger efficiency gains between the post and pre-acquisition 
periods than a control group of firms not involved in M&A activity. They further find 
that acquirers tend to acquire target firms that are operating with non-decreasing 
returns to scale. Weiss (1990) and Carr (1997) use productivity and efficiency esti­
mates to investigate the effects on firm performance of regulation and management 
strategies, respectively, providing additional evidence of the versatility of efficiency 
analysis. 

Finally, Cummins and Rubio-Mises (1998) evaluate changes in the efficiency of 
Spanish insurers following the introduction of the European Union's (EU) Third Gen­
eration Directives in July 1994. The Third Generation Directives created a single­
license system, whereby an insurer licensed in one EU country can do business in all 
EU countries without obtaining additional licenses or being regulated by host coun­
tries. The Directives also freed insurers from price regulation and removed other 
impediments to competition. The Directives were expected to increase competition in 
European insurance markets. Cummins and Rubio-Misas (1998) find that efficiency 
declined following the introduction of the Directives, primarily due to allocative inef­
ficiency. They interpret this result as implying that insurers either made mistakes in 
adjusting to the new environment or had to incur non-recurring costs in order to adjust 
to deregulation. 

24.6 SUMMARY AND CONCLUSIONS 

Modern frontier efficiency and productivity methodologies are rapidly becoming the 
dominant approach to measuring firm performance using accounting data. These 
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methodologies estimate "best practice" efficient technical, cost, revenue, and profit 
frontiers based on DMU-Ievel data. Frontier efficiency methods have been applied to 
analyze a wide range of industries and public entities in many different nations. 
Frontier methodologies can also be used to analyze growth in total factor 
productivity. 

The two primary methods for estimating efficient frontiers are the econometric 
approach and the mathematical programming approach. Because each has advantages 
and disadvantages, it is advisable to estimate efficiency using more than one method. 
The econometric approach involves estimating a cost, revenue, or profit function, 
while the mathematical programming approach is a non-parametric approach imple­
mented using linear programming. The mathematical programming approach provides 
a particularly convenient method for decomposing cost efficiency into pure technical, 
scale, and allocative efficiency. 

There are many important applications offrontier efficiency methods. One impor­
tant application is the measurement of scale and scope economies. Measuring scale 
and scope economies is particularly important when industry structure is changing 
rapidly due to mergers, acquisitions, insolvencies, or other factors. Another important 
application is to measure the growth in total factor productivity (TFP). TFP growth 
can then be analyzed for correlations with various macro and micro-economic con­
ditions to determine the drivers of productivity in an industry or economy. Frontier 
efficiency analysis also is useful in testing hypotheses about firm or industry struc­
ture, such as the effects of organizational form and product distribution systems, 
leading to a richer understanding of the issues than conventional approaches. 

Another use of efficiency analysis is in comparing performance of departments, 
divisions, or profit centers within a firm. Mathematical programming is particularly 
useful for this purpose because it is not as demanding in terms of degrees of freedom 
as the econometric approach and performs the optimization separately for each deci­
sion making unit. Regulators also can benefit from efficiency analysis. The Federal 
Reserve has used efficiency analysis to study the effects of bank branching, mega­
mergers, and other elements of banking industry structure. This type of analysis could 
be used in insurance to study industry consolidation, expense and rate regulation, and 
solvency regulation. Efficiency and productivity analysis also has been used in cross­
national comparisons of efficiency of firms and other institutions. 

An important trend in the literature is to estimate profit and/or revenue efficiency 
in addition to technical and cost efficiency. Technical and cost efficiency are useful in 
studying the efficiency effects of firm characteristics and of new policies, strategies, 
and technologies. However, the ultimate test of any organizational feature is its impact 
on the bottom line, i.e., ultimately on profit. It is clearly possible to introduce a new 
strategy or technique in one area of the firm that improves cost efficiency which never 
finds its way to the bottom line due to inefficiencies in other sectors of the firm. The 
only way to tell whether a program has met with ultimate success is to measure its 
effects on profit efficiency. 
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A wide range of under-researched insurance topics provide fruitful avenues for 
future research. Economies of scale in the property-liability insurance industry has 
received little attention using modern frontier efficiency methods. Organizational form 
in the life insurance industry could be investigated using the cross-frontier approach 
to provide further tests of the expense preference and managerial discretion hypothe­
ses. Analyzing the efficiency of life insurance distribution systems using cost and 
profit functions could determine whether unmeasured product quality differences exist 
in the life insurance industry. The effects of consolidation on efficiency in the 
property-liability insurance industry also would be an interesting topic. A further 
example of potential future research would be an analysis of corporate governance on 
efficiency in the insurance industry. Finally, frontier methods will be very useful in 
studying economies of scope across the financial services industry as mergers and 
acquisitions involving insurers, banks, mutual fund companies, securities dealers, and 
other types of financial services firms become more widespread. 
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Abstract 
This chapter synthetizes and extends the treatment of the insurance business in the 
system of national accounts, with a focus on the measurement of the production activ­
ity. The framework begins with an overall discussion, at the macroeconomic level, on 
the past and current approaches on the measure of the insurance business production 
activity in the system of national accounts. But this macroeconomic approach of the 
insurance business turns out to be limited in many important respects. In extending 
the framework, I adopt a more disaggregated approach, making a strong case on the 
need to understand the behaviour and to measure the activities of the insurance busi­
ness at the level of the line of business. This approach, overlooked by the existing 
economic literature, provides many insights in terms of the delineation of insurers' 
lines of business, the measurement of their activities and their interaction within an 
integrated input-output framework. As a by product, the chapter also discusses issues 
related to the regional breakdown of insurers' activities and the unduplicated measure 
of the insurance firm's output. 

Keywords: Output, producing units, technology. 
JEL Classification Numbers: C8, L8, M4, G22. 

25.1 INTRODUCTION 

Insurance companies have historically been an important player of the "four pillars" 
of developed countries' financial services sector, offering financial protection, invest­
ment products and reinsurance services. Banks (concentrating on lending to busi­
nesses, collecting households and business deposits, and offering payment services 
through these deposits), trust and mortgage loan companies (concentrating on fidu-

* I am indebted to John R. Baldwin, Georges Dionne, Reve Durand and four anonymous referees for 
their valuable and decisive comments made on an earlier draft. Any remaining errors are mine alone and 
the views expressed in this paper should not be attributed to Statistics Canada. 
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ciary services and mortgage lending to households), and securities dealers (focussing 
on the underwriting and marketing of investment products) were considered the other 
pillars in the financial services sector. 1 

The recent years have witnessed a gradual merging of the four pillars, with much 
greater overlap of business lines. These developments stemmed from many factors, 
including globalization of financial markets, technological innovation, changing 
demographics, rising household wealth, and adjustments within the financial sector 
to shifting business prospects. Changes in the environment have been a major factor 
in the legislative and regulatory revisions that have widened the powers of financial 
institutions and placed financial groups in direct competition with each other. 

Structural change in some major countries' financial system in the 1980s and early 
1990s was similar in many other industrialized countries. As one would expect, such 
forces have significantly affected the financial sector in general and the insurance busi­
ness in particular. Their product lines have broadened considerably beyond the core 
business of financial protection. Therefore, one of roles of economists concerned with 
organizing economic data into meaningful formats is to ask periodically whether exist­
ing data sets of accounts adequately describe important economic trends and are useful 
to public and private policymakers. This is one of the objectives of this chapter. 

The other goal of this chapter is to provide an overall picture of the treatment of 
insurance in the SNA at the micro and macro levels. The chapter discusses the previ­
ous and actual treatments of insurance in the system of national accounts (SNA) frame­
work and discusses some of the ways in which the framework is applied, depending 
on specific country requirements. It then introduces the main categories for national 
accounting which draw upon the records of businesses, and the accounting rules to be 
followed when recording the various entries. The chapter then describes the activities 
of the producing units and their classification required for a program of economic sta­
tistics. The chapter also investigates the behaviour and activities of insurers' lines of 
business and the transactions that take place between them within an integrated input­
output framework. In particular, this chapter looks at the link between the line of bus i­
ness and the enterprise from the standpoint of a complete production account 
statement. 

25.2 INSURANCE IN THE SYSTEM OF NATIONAL ACCOUNTS: 
A MACROECONOMIC APPROACH 

25.2.1 Background 

The System of National Accounts (SNA) is implemented at different levels of aggre­
gations: at the level of the institutional sectors and at the level of the economy. 

1 The co-operative credit movement is sometimes cited as a "fifth pillar," offering banking and other 
financial services to households. Other financial institutions include pension funds, mutual funds, finance 
companies and leasing companies. 
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Although traditionally described as a SNA, for analytical purposes the SNA is also to 
be implemented at lower levels of aggregation. In order to understand the workings 
of the economy of some specific industries, it is essential to be able to observe and 
analyse the economic interactions taking place between different producing units. 
Certain key aggregate statistics, such as gross domestic product (GDP), that are widely 
used as indicators of the economic activity at the level of the economy, are also defined 
at the level of these units. 

As emphasized by Bloem (1990, section 3), national economic accounts retain in 
general two distinct types or statistical reporting units: a) the establishment, yielding 
industrially homogeneous production and related data, and b) the enterprise, yielding 
financial and related data on a consolidated basis for the unit's total constituent estab­
lishments. (The enterprise can also yield industrially heterogeneous production data 
on a consolidated basis). Also, national accounts construct input-output tables reflect­
ing aggregation and allocation of establishment-based data and flow-of-funds tables 
and sectoral balance sheets, reflecting aggregation of enterprise-based data. 

At the higher level of aggregation, there are institutional units which a) are centres 
of decision-making for all aspects of economic activity and b) owns assets and incur 
liabilities on their own behalf. The institutional units are grouped together to form 
institutional sectors. 

The institutional units involved in insurance are pre-eminently insurance corpo­
rations. In principle it is possible for another type of enterprise to carry out insurance 
as a non-principal activity, but usually the legal regulations surrounding the conduct 
of insurance mean that a separate set of accounts covering all aspects of the insurance 
activity must be kept and thus in the SNA a separate institutional unit, classified to 
the insurance corporations and pension funds sub-sector, is identifiable. According to 
Skipper (1993, 116), in many countries, including the US, regulation prevents insur­
ers from undertaking activities not reasonably related to insurance. However, insurers 
that wish to engage in other activities, except banking, are allowed to do so through 
holding companies. 

The activity of insurance is intended to provide individuals and institutional units 
exposed to certain risks with financial protection against the consequences of occur­
rence of specified events. It is also a form of financial intermediation in which funds 
are collected from policyholders and invested mainly in financial assets which are held 
as technical reserves to meet future claims arising from occurrence of the events spec­
ified in the insurance policies. 

Is there any rational classification of the insurance business? The buyers of insur­
ance are either private persons or business firms and their motivation for buying insur­
ance may differ from one case to another. Borch (1981) provided an interesting 
classification of the insurance business into three parts: 

i) Life insurance, i.e., annuities and ordinary life insurance with payment at death; 
ii) Business insurance, the insurance bought by businessmen, covering commercial 

risks of all kinds; 
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iii) Household insurance, bought by the ordinary consumer as protection against the 
risks in everyday life. 

Three reasons at least underline the delineation of these three classes of insurance: 

i) Each class seems to require its own special types of theoretical analysis; 
ii) In the market each class of insurance faces different types of competition; 

iii) The government, through its regulatory authority, often takes different attitudes 
to these three classes of insurance. 

Because of what are perceived as substantial operational and product differences, 
insurance regulation generally requires legally separate companies for the transaction 
of the life and non-life business and, hence, the maintenance of a separate set of con­
solidated accounts for each type of business. Unlike the approach proposed by Borch 
(1981), the latter corresponds exactly to the needs of the SNA's sectoring. 

Accordingly, the SNA defines two classes of insurance businesses in terms of the 
services they provide. Life insurers sell life insurance and annuities, manage pension 
funds and sell accident and sickness insurance. Non-life insurers offer a wide range 
of financial protection on all kinds of assets (automobile, property, liability insurance 
etc.). Insurance businesses provide financial protection by spreading the risk among 
the other insureds and, if necessary, with other insurers by means of reinsurance. If, 
for example, an insurer found that there was only one particular policy of a kind being 
insured by him, then there might wish to share the risk with other insurers by paying 
a premium to them.2 Despite the similarity of the activity of life and non-life insur­
ance (see section 25.3.3 below), there are significant differences in terms of the char­
acteristics of the product which lead to different types of treatement in the SNA. 

25.2.2 Measurement of the Output 

There are two non exclusive approaches to the measurement of output: gross output and 
value added. Gross output can be measured either by the value of services produced, 
or by the sum of income payments and other costs. Business purchases on current 
account from other businesses are subtracted from gross output to arrive at value-added, 
or gross product originating, an unduplicated measure of economic activity. 

1. Nominal Output 
As emphasized by Ruggles (l983b, 67) and many others, in the insurance business, 
much like banking, the problem of specifying the output of the business is com­
plicated by the two factors which are not shared by goods producing industries. These 

2 Reinsurance is a process by which the reinsurer (the first party) in consideration of a premium agrees 
to indemnify the reinsured (the second party) against a risk insured by the reinsured under a policy in favour 
of the insured (a third party). 
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are: i) the consumer's expenditures on insurance premiums are for a bundle of 
services plus transfers; ii) the prices and the values of the service portion are not 
separated from the transfer portion. For example, premiums paid for life insur­
ance are paid partly to cover the value of services produced by the insurance 
company and partly to accumulate a financial asset (cash value) in the policy­
holder's name, and partly to pay for claims. The non-life insurance business provides 
a similar example-premiums cover both the value of services produced and, on 
an actuarial basis, claims paid out (which are not a measure of production but 
of transfers). In both cases, the policyholder does not know the split between 
payment for service and the transfer component-these are not priced separately. As 
a result, the output of the insurance business must be specified and their prices 
imputed.3 

a) What Do Insurers Do? 
The interest of economists in insurance is probably as old as economics itself. In his 
Wealth of Nations, (Book I, Chapter 10) Adam Smith (1776) writes that ''premiums 
must be sufficient to compensate the common losses, to pay the expense of manage­
ment, and to afford such a profit as might have been drawn from an equal capital 
employed in any common trade". This is a remarkable insight as to how insurance pre­
miums should be determined. As for the peculiarity of the insurance business itself, 
Adam Smith writes (Book V, Chapter 1): "The trade of insurance gives great security 
to the fortunes of private people, and by dividing among a great many that loss which 
would ruin an individual, makes it fall light and easy upon the whole society. In order 
to give this security, however, it is necessary that the insurers should have a very large 
capital." More than 100 years later, Alfred Marshall defines in his Principles (1890) 
the premiums as the price one has to pay to get rid of the "evils of uncertainty." He 
also noted that businessmen paid insurance premiums "which they know are calcu­
lated on a scale sufficiently above the true actuarial value of the risk to pay the com­
panies ' great expenses of advertising and working, and yet to yield a surplus of net 
profits". 

The passages quoted above show that, although more than 200 years ago classi­
cal and neo classical economists had a good understanding of insurance, they have not 
addressed the issue of the value of insurance services. As it will be shown later, mea­
suring the output of this business represents one of the building blocks of the SNA. 

Insurers are engaged in the pooling of risk. Insured persons or businesses pay 
a premium to insurance carriers to perform this function. In addition, there is an 
associated function of providing annuities and managing pension funds. All of 
these activities involve investment of the policyholders funds. These two activities­
underwriting insurance and investing funds-are reflected in two accounts-an under­
writing account and investment account. From the point of view of the insurer much 

, Other ways of measuring output are described by Sherwood (1999). 
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Figure 1 Service and Payment Flows Involved by the Insurance Business 

of the income is derived from capital gains and investment income which are not tra­
ditionally considered income from the production of goods and services in the SNA. 
Rather they are considered as transfers. 

The various payment flows that take place between the insurer, the policy­
holders and any other third party are illustrated in Figure I. There is a flow of pre­
miums between the insured and the insurer. The premium received should be 
considered as consisting of two parts-an amount placed in reserve to pay future 
claims and the remainder used to cover expenses including a return to shareholders 
of the insurer (service charge). The payment for future claims is a transfer to the 
insurer. The reserves are used to generate investment income which is used to 
cover expenses and claims. Between the insurer and the insured there is a barter 
arrangement in which the insured barters the investment income on the reserves to 
pay future claims to lower the overall payment for service charges and claims. There 
is a flow of investment income between the investee and the insurer. This investment 
income is a transfer between the investee and the insurer. The right to retain the 
investment funds represents the barter arrangement with the insured. There is a 
payment in respect of claims incurred in the current period between the insured and 
the insurer. 



Dealing with the Insurance Business in the Economic Accounts 837 

b) Gross Output under the 1968 SNA 
Under the 1968 SNA (United Nations 1968), the gross output of insurance firms is not 
equal to premiums received. A large part of premium income is paid out as claims, 
hence the bulk of funds flowing through the insurance business are treated as trans­
fers. By the conventions of the SNA, the gross output of the insurance business is equal 
to premiums less claims paid. GDP is therefore premiums less claims less intermedi­
ate expense, or equivalently, labour compensation plus surplus. 

Gross Output = Premiums - Claims 
GDP = Gross Output - Intermediated Expense. 

But not everyone agrees with the SNA's approach to the measurement of insur­
ance output. Ruggles (1983b), who claims that there are several inconsistencies in the 
way the treatment of the insurance in the SNA, proposed the use of premiums as a 
measure of output. Diewert (1995) seems also to agree with this way of measuring 
the output. Claims are considered to be part of transactions that affect the capital 
account and not the current account. Ruggles' understanding of the current treatment 
of the insurance in the SNA is clearly summarized in the following paragraph (p. 68): 

"It is apparent that the present national income accounting treatment of insur­
ance transactions would be quite inappropriate for the accounts of the individ­
ual transactor. If this treatment were used, business suffering no loss would record 
the cost of insurance as the premiums actually paid, but for those having a loss 
the cost in insurance would equal 'net premiums,' that is, premiums paid less 
claims received, and could be sizable negative flow; at the same time the fire or 
casualty loss would appear as a large increase in capital consumption allowance. 
These distortions are due in part to the failure of the national income accounts 
to achieve a proper separation of current transactions from capital transactions, 
and in part to a willingness to deal with consolidated accounts for all businesses 
as a group." 

This claim is partly true. The production (or current account under Ruggles' own 
terminology) account of the insurance business, based on the majority of items 
included in the income statement, certainly considers claims as part of the production 
account. They constitute the largest component of the operating expenses of the busi­
ness, but unlike the other expenses, they belong neither to the category of intermedi­
ate expenses not to the primary expenses. They merely represent payout, much like 
dividends and experience rating refunds, that are transferred back to the consumer. 

c) Gross Output under the 1993 SNA 
It is not uncommon for underwriting gain and the corresponding value-added to 
be negative as intermediate expense (which includes commissions paid to brokers 
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and agents of all kinds) represents one of the most important element of total 
expenses. 

The profitability of the insurance business is preserved by net receipts of invest­
ment income which, until recently, were not included in the SNA measure of the gross 
output of the business. The new SNA (United Nations 1993a) recommends that invest­
ment income be added to the current measurement of gross output to arrive at measure 
of value added that is non negative.4 The proposed approach has been proposed almost 
ten years ago by Weiss (1987) and Schiltz (1987) and it has been used by the US 
Bureau of Economic Analysis for life insurance services for many years (see Ruggles 
1983a). 

The rational behind this proposed treatment is the following: insurance compa­
nies usually perform two activities. First, they are enaged in a 'pure insurance' activ­
ity, i.e., they sell insurance policies for a premium P on which they pay a claim C 
with expected value. If the premium and claim payments are coincident in time (say, 
the periods), the companies' gross output in an expected value sense is Ps - Cs • The 
second activity performed by insurance companies is financial intermediation, which 
arises from the fact that premiums P, are paid at time in advance of claims Cn which 
are paid at time set < s). Essentially, the problem of negative underwriting gain is 
caused by the error of comparing dollars of one period (P, is valued at time t) with 
dollars of another period (Cs is valued at time s). 

The expression P,(1 + r), where r is the (certainty equivalent) interest rate, rep­
resents premium revenue properly expressed in dollars of the same time period in 
which claims are paid. Clearly, the new SNA recommends that the financial interme­
diation activity of insurance companies be made explicit via an imputation equal to 
P, . r, the investment income, to be added to interest receipts, premium income and 
interest payments. 

d) The SNA Approach in Practice 
In an elegant multisectoral framework, Hartwick (1997) proposed a measure of value 
added of the insurance business that departs significantly from the new SNA. His 
concept of value added (payment to the primary inputs adjusted for the risk premium 
demanded by shareholders) corresponds roughly to the new SNA concept of gross 
output (premiums minus claims plus investment income)( see his equation (16), p. 15). 
However, this result constitutes a major departure from the SNA conventions, as it 
considers intermediate expenses as part of the value added. The same ambiguity in 
the treatment of intermediate expenses can also be found in Cummins and Weiss 
(1998) where all expenses are supposed to be part of value added (see their eq. (14)).5 
Intermediate expenses composed of commissions of all kinds paid to non employees 

4 Changes in actuarial reserves are not considered in this chapter for the sake of simplicity. 
5 "The total value-added, ( . .), thus equals the insurers expenses plus the owners' profit charge for 

bearing insurance risk." (p. 26). 
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and purchased goods and services can be as high as 30 percent of gross output. Thus, 
ignoring them may be grossly in error. 

Although the new SNA approach to the measurement of output is still in its 
infancy, it has been successfully applied in areas such the analysis of costs structures 
of the insurance business (Bernstein 1992) and productivity measurement (Bernstein 
and Geehan 1988; Bernstein 1997 and Harchaoui 1997). Analyses of productivity are, 
however, only as good as the real output measure on which they are based. Unfortu­
nately, the estimates of real output and, accordingly, productivity based on national 
accounts estimates are extremely poor. In some instances, the real output of insurance 
in national accounts is no more than an index of factor inputs, with the result that pro­
ductivity change is, by definition, zero. In other instances like in Canada, the defla­
tion leads to volatile estimates of labour productivity (see Lal 1990). 

Griliches (1992) has suggested that an important source of the differential in 
productivity growth between goods and services is measurement error. He argued 
that problems in defining service-sector outputs and identifying price versus quality 
changes, as well as paucity of data on services, have resulted in underestimation of 
service-sector output. One of the most serious problem that face statistical agencies 
is the measurement of meaningful price series for financial services industries. For 
example, of the finance, insurance and real estate subsector, commercial banking is 
the only industry for which the US Bureau of Labor Statistics publishes a productiv­
ity measure (see Dean and Kunze 1992,85). 

Real output is generally measured in either of two way: by deflating current dollar 
values with an aggregate price index or by projecting base year values using an index 
of quantities (in which case real output is the ratio of current period quantities mul­
tiplied by base year prices divided by base year values). Either approach requires 
the specification of output in terms which clearly separates quantities from prices. The 
second approach has been applied by Weiss (1987). The first approach requires the 
construction of a consistent time series on prices indices. 

With the exception of Jensen and Morrisey (1990), there has been no attempt to 
measure the problem of quality change in the insurance business using the hedonic 
approach which turned out to be particularly useful in many areas where prices do 
not measure the pure price change. Reece (1993) has developed an ad hoc measure 
of life insurance price indices that builds on the availability of series on number of 
policies by product line. The idea, which has been applied by Bernstein (1999) and 
Harchaoui (1997) to the measurement of the real output of the Canadian life insur­
ance business, consists of the following steps: 

a) for every product line i calculate the (average) nominal price: 
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where 
V; = nominal gross output of the product line i; 
Ni = number of policy of the product line i; 

b) construct a superlative index where the weights are based on the face value of the 
policy i, that is 

n 

In Pt -In Pt-l = L Wi,t On Pi,t -In Pi,t-l) 
;=1 

2. Nominal Value-added 
National economic accountants take the value-added approach of output and construct 
from them a set of accounts showing production and distribution. The inception of 
the concept of value-added in national accounts goes back to Fabricant (1940) in his 
early work on US national accounts: 

"The ideal index of the net physical output of an industry would measure the 
changes in the aggregate value of net output attributable exclusively to changes 
in the physical quantities of the final products and to changes in the quantities 
of the materials and other commodities consumed in the fabrication of the final 
products . .. " 

The nominal value-added of industries represents the value which industries add 
to commodities that they processed. That value is equal to the primary input costs of 
the industries, taken generally to be the cost of their labour and capital services. The 
primary input costs are to be contrasted with the intermediate input costs, that is 
the costs of goods and services purchased by industries from upstream supplying 
industries. 

The nominal notion of value-added in terms of costs and sales may be closely 
associated with the idea of a real production process. Industries may be seen as jointly 
contributing, by using their capital and labour resources, to the production of the com­
modities delivered to final demand. In that production framework, each industry is 
viewed as contributing only partly to the production of some final demand commod­
ity (ies). The contributions of each industry to all final demand commodities may con­
sequently be seen as its contribution to the final output of the economy or as its real 
value-added. 

3. Double Deflation 
Measured growth rates for insurance industries are generally lower than the rates 
obtained for manufacturing industries. However, as emphasized by Bernstein and 
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Geehan (1988) in the Canadian context, this finding is suspect, because of the diffi­
culties in using official statistics to measure real output of insurance industries. In the 
SNA the process of eliminating price change from a time series to lay bare the under­
lying real movements in production is known as deflation. The removal of price change 
from current price value series series is an attempt to provide a proxy for the sum of 
the real quantities embodied in the series. Aggregating physical commodities of dif­
fering nature (eggs and automobiles) is clearly an impractical proposition. Employ­
ing an underlying principle that involves holding prices of commodities fixed at some 
selected base year, and from that period forward valuing production in the prices of 
that base year, yields values for diverse products that are both proportional to real pro­
duction and additive. 

A large variety of different methods have been devised by countries to estimate 
real value added of insurance industries. Double deflation, one of the method which 
has been proposed to measure the real industry value-added, involves the deflation of 
the gross output of commodities and the deflation of intermediate inputs (see David 
1962; David and Sato 1966). That subtraction is closely linked to the Laspeyres index 
number formula. Consequently, in the application, double deflation is generally based 
on a fixed base year Laspeyres index number formula. The base year applies to a 
delimited number of years before being moved forward. Then either the whole his­
torical series are entirely based on that new base year (historical series are re-based 
on the new set of relative prices) or historical series are statistically linked to the new 
estimates while still based on the set of the past relative prices of their previous base 
year. 6 

Other methods of estimating real value-added have also been proposed in the past 
such as the single deflation method (see Hill 1971 for an overview), yet double defla­
tion remains by far the most commonly used amongst OECD countries for the finan­
cial sector (see OECD 1998). 

Despite its popularity, the double deflation approach has been at the centre of 
several criticism by the economic literature, including Sims (1969), Sato (1976) and 
Bruno (1978), as it does provide a meaningful measure of real output only under strin­
gent assumptions. Other contributions, such as Denny and May (1977, 1978), have 
shown that for the Canadian manufacturing industries the double deflation' underly­
ing assumptions are unlikely to be satisfied in the real world. Diewert (1978) finds 
that these conditions are unlikely to be satisfied empirically, in particular, because of 
the rapid relative price increase of energy following the 1973 oil shock. The second 
oil shock followed by the changes in the prices of computers prevented the conditions 
to be satisfied in recent years either. Durand (1994) proposed an alternative approach 
to double deflation which displays better theoretical properties. The new approach 
does not rest on the stringent assumptions of double deflation. In particular, it does 

6 The historical growth rates of industries' value added are preserved and the series are projected back­
ward from the new base year on that basis while the following years are established on the basis of the 
relative prices of the new base year. 
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not rest on the separability condition between intermediate and primary inputs. Empir­
ically, the proposed approach does not have the major defects of double deflation, 
including negative real value-added when nominal value-added is positive or real 
value-added higher than gross output. The real GDP estimates obtained under this 
approach displays less volatility than the standard estimates obtained under the double 
deflation approach, particularly for the industries where output is hard to measure. 

25.3 A MICROECONOMIC APPROACH OF THE INSURANCE 
BUSINESS IN THE SYSTEM OF NATIONAL ACCOUNTS 

25.3.1 Background 

In many developed countries, insurance firms correspond largely to institutions which 
are governed by regulations. Institutions are legally constituted but usually belong to 
enterprises that are involved in activities in addition to those usually reserved to those 
institutions. The boundaries created by regulation may not correspond to the way a 
business organizes its operations. Furthermore, in recent years the institutions have 
been expanding their activities into areas previously reserved to other institutions. This 
creates two related problems. An industry based on institutions may contain a number 
of unrelated activities. Secondly, like activities are not grouped within the same indus­
try if industry classes are based on institutions. 

This section has two related goals: 

a) To propose a delineation of the insurance business along the various producing 
units. In this business data are usually collected at the level of the institution, 
accordingly, there is very little experience with the organization of operating units. 
It is necessary to decide which of these units are technical units (or profit centres) 
and which are auxiliary units (cost centres). Technical units must have an indus­
trial class into which to place them. Support units, depending on the conceptual 
approach, do not necessarily have to be classified to their own industry; they may 
be classified to the major industrial activity of the business. An additional problem 
is that the organization of activities and products into organizational units may 
vary from one business to another. Therefore, it is necessary to propose a general 
framework that encompasses the major characteristics of the business. 

Collecting the data at the level of the various producing units offers two kinds 
of advantages. From an operational perspective, there will be a consistency in the 
unit of observation across the business sector, as the data will be collected at the 
level of the producing unit from all kinds of industries, including those tradi­
tionally regulated. From the analytical perspective, the move away from the insti­
tutional framework is merely driven by the fact that a broad range of issues simply 
cannot be addressed without microdata on producing units and the firms that own 
them. As emphasized by McGuckin (1995), for many problems, the producing 
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unit is a sensible unit of analysis. For example, from the standpoint of the pro­
duction decision, the choice of inputs for use in output creation is often made at 
the plant level. Although the firm is the ultimate decision maker and thus the pre­
ferred unit of analysis for many problems, producing units have very different 
behavioural patterns, even when owned by the same firms. Thus producing units 
data are also necessary to understand the behaviour of the firm. The behaviour of 
one producing unit is not completely differentiated from other simply by the iden­
tity of its owner. Producing units data are also necessary to estimate the marginal 
impact of some event-for example, a purchase or divestiture of assets---on the 
firm. Focusing on the production relationship, one can see that their establish­
ments are the primary purchasers of inputs. Even though primary resource­
allocation decisions are often made at the firm level, producing unit data are useful 
in analysis of technical change because technical change is characterized by 
changes in the production relationship. 

b) To analyse how the company-establishment problem, which has a long history in 
the national economic accounting literature, can be overcome in the particular 
context of the insurance business. The problem is of key importance in a paper by 
Sigel (1955) together with comments of Jaszi (1955). Their discussion is con­
cerned with the technical issues of relating establishment-based input-output 
tables to a company-based flow-of-funds accounting system. This theme and 
others also turn up in the Report of a Conference on the Proposals for Revision 
of the United Nations of National Accounts (see Tice 1967). Copeland's (1957) 
classic challenge to Leontief to show how the input-output system could be syn­
thetized with money-flows certainly implies respect for the company-establish­
ment problem. A particularly clear statement of the problem, in a more general 
setting, appears later in Jaszi (1971): production and related statistics are best 
reported on the basis of industrially homogeneous units, the individual establish­
ment; financial and related statistics come naturally from the (heterogeneous) legal 
entity responsible for and controlling their constituent establishments. More 
recently the company-establishment problem is the centre of attention in the debate 
between Ruggles and Ruggles (1982a, b) and a number of commentators con­
cerning a proposed Integrated Economic Accounts for the United States. 

25.3.2 Dealing with the Insurance Business at the Producing Unit Level 

1. The Literature on Multiunit Firms 
The modern multiunit business firm is one ofthe most prominent and significant inno­
vations in the organization of production of recent years. For most of the two previ­
ous centuries, firms were organized as traditional single-unit firms. These firms 
operated in a local or regional market, produced a single product line, and were owned 
and managed by a single individual or a partnership. During the last two decades of 
the nineteenth century, the multiunit business firm emerged and began to displace the 
single-unit firm in a number of industries. The multiunit firm operated plants in many 
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regions, produced various product lines, and were controlled by a hierarchy of man­
agers. During the twentieth century, the predominance of multiunit firms grew domes­

tically and internationally in the form of multinational firms. 
For economists, the analysis of the rise of the modern multiunit firm, and of firm 

size in general, is based on transaction cost theory of the firm. This theory, originat­
ing from Coase (1937), revived and popularized by the works of Williamson (1975, 
1985), Alchian and Demsetz (1972), and Klein, Crawford and Alchian (1972), argues 
that firms internalize production because they incur greater transaction costs when 
they use markets. The analysis of the rise of multiunit firm has been influenced by the 
works of Chandler (1977,1990), who combined the elements of the traditional indus­
trial organization literature and the transaction cost literature to explain the rise of the 
modern business firm. Chandler (1990, 17-18) argued that firm size is determined by 
transaction costs, but that these costs are, in turn, linked to technology: 

"Transaction cost economies are, of course, closely related to those of scale and 
scope. The economies of scale and those of scope within a single unit of produc­
tion or distribution permit that unit to expand the output of goods and services, 
which in turn, increases proportionately the number of recurring commercial 
transactions and contractual relations the enterprise may carry on with other 
operating units." 

Although the modern multiunit enterprises have been heralded by Chandler 
(1977, 1990) and others as a major and important phase of organizational change, and 
a significant source of growth, the prevalence of the multiunit firm engaged in finan­
cial services has been neglected by the economic literature. Bohman (1979), one of 
the few attempts that looked inside the insurance firm's black box, developed a frame­
work that captures the transactions that take place between the two funds that compose 
the insurance firm-the insurance fund and surplus fund. But these two funds are not 
considered as producing units with the result that measurement of production was 
overlooked in his contribution. In the next section, we extend Bohman's framework 
along the following lines: a) the insurance firm is separated into various lines of busi­
ness on the basis of the concept of production; the production of the various lines of 
business is measured and the transactions flows that take place between them are out­
lined; b) we show how the production account of each of these lines of business can 
be used to arrived at the production at the enterprise level; c) finally, the delineation 
of the different lines of business is assessed. 

2. Implementing the Multiunit Concept in the Insurance Business 

a) Framework 
The insurance industry is in general dominated by large multi-product and multi­
activity institutions. The large institutions, which operate a network in many regions, 
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are generally engaged in direct insurance, reinsurance and investment activities. 
However, these activities often take place in separate organisations of the institution. 
What makes these institutions insurers is that they are primarily involved in financial 
protection and diversification of risks although increasingly they are also engaged in 
all kinds of financial activities. They may have both domestic and foreign clients for 
any of these services provided by these activities. As multi-regions imply, most of the 
dealings with clients are through a network of agents, brokers and claims adjusters. 
For other customers seeking for reinsurance and investment services, the dealings may 
be through the head office where the bulk of the decisions take place. 

As previously indicated, there is nowhere a tradition of dealing with the 
insurance business at the level of producing units and this holds true for the whole 
financial sector. Therefore, this section, based on the work of Harchaoui (1998) for 
the Canadian banking industry, provides not only background material but also a 
framework for a proposed delineation of the insurance business at the level of the line 
of business. But what precisely constitute a line of business (or producing unit) report­
ing and its motivation? Large diversified insurance corporations are motivated to break 
down their operations into units of manageable size. The existence of such units 
creates a need on the part of the corporate management to know and appraise the per­
formance of the units. The organization of corporation along producing units (or lines 
of business) has become increasingly popular and dominant in recent years (Reece 
and Cool 1978). 

The particular context assumed here is the large multi-establishment multi­
industry corporation whose industrial origins, strategy and structure are so well 
described in Williamson (1981). What are the natural organizational units of the large 
multiproduct and multi activity enterprise featuring decentralized decision-making? 
There are essentially three (see Kaplan 1982, chapter 13): Cost centers are units that 
are responsible for satisfying externally given demands subject to a cost-minimizing 
efficiency standard. The cost of materials used and labour employed are controlled, 
but production sales revenue may not even be known. Revenue centers are units orga­
nized with the goal of attaining certain sales targets or market shares. These units may 
set the prices and choose product-mix, but are not directly concerned with cost of 
materials or labour employed in production. When output is difficult to measure and 
not necessarily related to inputs, then the organizational unit becomes a cost centre 
(e.g., general and administrative service departments). The cost centre is reminiscent 
of the national economic accountants' ancillary unit. The unit typically serves other 
(internal) units of the enterprise. If the management of an operating unit is given 
responsibility both for obtaining required inputs and for choosing and selling well­
measured outputs, then this particular unit is know as a profit centre. Thus a profit 
centre combines the tasks of the standard cost centre and revenue centre. 

For our purpose, a producing unit will refer to a business unit which combines 
the scope of the profit centre with at least the units' working capital and physical asset 
base. A producing unit is conceptually capable of reporting all the production-related 
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information of an establishment. Producing units reports per se usually contain 
industrially-specified production (or operating revenue) data and the various costs of 
materials used and labour employed are detailed. On the other hand, the production 
statement tends to be complete in the sense that intermediate service input expenses 
charged are accounted for (these are mostly corporate overhead and indirect expenses 
charged to individual units). There certainly are common cost allocation problems to 
be resolved in producing unit reporting, but these problems are handled internally by 
corporate management accountants in a position of full information. In addition, the 
producing unit's gross operating surplus may be further refined by explicitly deduct­
ing depreciation. 

b) Delineation of the Units 
Recent decades have seen trends towards greater complexity and multiform legal 
structures of the institutions participating in the economic process. A number of 
factors have played a role in this respect. First of all, in many countries there is a trend 
towards formation of larger and larger units. Mergers led to large conglomerations of 
enterprises which often had a variety of activities. The roots ofthis development were, 
among other things, the need to spread risks, a wish for additional financial possibil­
ities and the desire for product differentiation. Secondly, this desire for product dif­
ferentiation led to enterprises turning their attention to various production processes 
and entering new markets. 

While there are variations in structure among the major insurers, the internal orga­
nization of insurers is usually composed of two major divisions each performing 
various activities-head office operations and branch or field operations. The head 
office may be structured along vice-presidential lines on a activity basis. The direct 
insurance vice-president usually has actuarial, agency, advertising, sales promotion 
and field force supervision under his direction. The financial vice-president is usually 
responsible for investment operations, the management of the portfolio of the 
company's or various clients' assets. The reinsurance vice-president performs essen­
tially functions that allow the insurance company to increase its underwriting capac­
ity through reinsurance assumed and/or reduce it through reinsurance ceded and 
retrocession. The administrative vice-president is usually responsible for internal 
audit, controllership, banking and accountancy functions and general service depart­
ments of the corporation. Among the other units that potentially could be auxiliary 
units because they provide support services to the principal activities of insurance are 
investment, general and administrative services where one can finds human resources, 
advertising, promotion and public relations etc. 

Branch or field operations may be carried out by a branch office system or a 
general agency and broker system. The branch office system consists of branch man­
agers, known as agents, who are sales experts directing agents who market their 
product line of one insurance company only. In contrast, a broker runs his own office, 
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Table 1 
Delineating the Units of the Insurance Business 

Type of Unit or Account 

Core Business Lines 

Support Business Lines 

Highest Level Unit 

Direct Insurance 

Reinsurance 

Investment 

General Administrative 
and Corporate 
Services 

Activity 

Underwriting insurance policies; 
Retail Network: Agents, Brokers 

and Claims Adjusters 
Reinsurance ceded; reinsurance 

assumed; retrocession 
Portfolio management 

Finance 
Human Resources 
Computer Services 
General Administration: Legal 

Services, Public Affairs and 
Treasury 

Other Corporate Services 

pays his own expenses and may represent one or more insurance companies and carry 
life and non life product lines. Berger, Cummins and Weiss (1997) and Cummins and 
Weiss (1998) treat direct insurance, investment and branch operations as services and 
not as lines of business. This is incorrect for two reasons: a) there are clearly identi­
fiable inputs that operate within each of these lines of business and b) each of these 
lines of business sells for profit different kinds of services.7 

The internal organization of a typical insurance form is mainly important in delin­
eating and valuing flows and perhaps in determining industrial classification (more 
on that below). If, for example, a unit supports direct insurance exclusively, then the 
only flows of services should be to direct insurance. In addition, its industrial classi­
fication should be the same as the direct insurance units. In general, the delineating 
of flows has two aspects: the delineation of flows to ultimate customers and the delin­
eation of internal flows between units in the same enterprises. 

3. The Production Account at the Level of the Line of Business 
Consider an economy with two regions A and B and an insurance firm which oper­
ates with three producing units: direct insurance, investment and reinsurance. Assume 
that the head office of the firm is located in the region A, where all the decisions 
related to direct insurance and reinsurance take place; the network of the firm which 
provides retails services to consumers is located in both regions. 

7 Direct insurance sells financial protection for various kinds of assets; reinsurance provides diversifi­
cation of risks on various kinds of financial protection; investment provides various kinds of investment 
advices to different clients. 
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a) Direct Insurance Activity with a Regional Network of Agents 
Measurement of output can be derived from the income statement. The basic identity 
underlying the income statement is profit before income tax which is equal to its 
revenue less its costs. In the income statement shown in Table 2, operating revenue 
comes from premiums and from investment income earned on interest and dividends­
paying securities (including gains (net of losses) on sales on fixed assets and 
securities). Operating expenses includes insurance claims paid, wages and salaries, 
purchased goods and services and investment service fees (for the sake of simplicity, 
policyholder dividends, depreciation and amortization, indirect business taxes and 
home office overhead are assumed equal to zero). 

Rearranged and modified, the income statement provides the production account, 
which records the production attributable to the firm in terms of services produced 
and the income payments and other costs arising in the production. The derivation of 
the production accounts is described in two steps: 1) The rearrangement of the busi­
ness accounting statements into the T-account form and 2) the modification of the T­
accounts to obtain economic accounts that measure production. The production 
account shows, on the right side, the value of the firm's production in terms of ser­
vices produced and, on the left, the value added by the firm in terms of income pay­
ments to primary inputs. 

To the extent that all the decisions related to the insurance business take place at 
the head office, located in region A, it then makes sense to attribute all the value of 
output to that region. Indeed, the network located in the two regions are essentially 

Table 2 
Income Statement of an Insurance Firm 

Direct premiums earned 1,000 
Plus: Investment income 100 

Equals: Operating revenue 1,100 

Less: Operating expenses 750 
Insurance claims paid 500 
Wages and salaries (total) 75 
• Head office (province A) 25 
• Network (province A) 25 
• Network (province B) 25 
Purchased goods and services (total) 125 
• Head office (province A) 105 
• Network (province A) 10 
• Network (province B) 10 
Investment service fees 50 

Equals: Profit before income tax 350 
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Table 3 The Production Account of the Direct Insurance Activity is Assumed to 
Take Place only in Region A 

Uses Sources 

Wages and salaries 75 Gross Output 

Profit before income tax 350 Equals: 

600 

Direct premiums \,000 
Plus 
Investment income 100 
Less 
Insurance claims incurred 500 
Less: 
Purchased goods and services 125 
Less: 
Investment Service Fees 50 

Charges against output 425 Value Added 425 

cost centres whose raison d'etre is to support direct insurance activity. Under this 
assumption, the production account of direct insurance is shown in Table 3. 

The problem with the above assumption is that all the insurance production 
will be assigned to one region. In some countries where regions constitute an impor­
tant level of decisions and where the regional breakdown of output represents 
an important tool for policy makers, this assumption is clearly unrealistic. Therefore, 
one needs to assume that production is attributed to the region where the inputs 
are expensed. In other words, the network itself generates retail services for which 
it receives an explicit service charge. Assume that the head office pays $45 in terms 
of commissions to each network for services rendered (we assume that the commis­
sions, which represent 9% of premiums, are equally distributed between the network 
A and B).8 Under this new scenario, as shown in Table 4, we will have three pro­
duction accounts: two for the region A (one for the direct insurance activity and 
another for the network located in that region) and one for the network located in 
region B. 

b) Introducing Reinsurance and Investment Activities 
Let us now introduce the reinsurance and investment activities, the other two major 
activities of insurers very often neglected by the economic litterature. Essentially, rein­
surance activity undertakes the following operations: It assumes reinsurance of a third 

8 In practice, if this information is not available, one may use the commissions rate that insurers offer 
to independent brokers. 
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Table 4a The Production Account of Direct Insurance Located at the Head Office 
in Region A 

Uses Sources 

Wages and salaries 25 Gross Output 600 

Profit before income tax 330 Equals: 
Direct premiums 1,000 
Plus 
Investment income 100 
Less 
Insurance claims incurred 500 
Less: 
Purchased goods and services 105 
Less: 
Investment service fees 50 
Less 
Commissions to agents 90 

Charges against output 355 Value Added 355 

Table 4b 
The Production Account of the Network Located in Region A 

Uses Sources 

Wages and salaries 25 Gross Output (commissions) 45 

Profit before income tax 10 Less 
Purchased goods and services 10 

Charges against output 35 Value Added 35 

Table 4c 
The Production Account of the Network Located in Region B 

Uses Sources 

Wages and salaries 25 Gross Output (commissions) 45 

Profit before income tax 10 Less 
Purchased goods and services 10 

Charges against output 35 Value Added 35 
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party located in a foreign country (in which case, we are dealing with exports of rein­
surance services) and cedes reinsurance on behalf of direct insurance activity. The fol­
lowing flows involve reinsurance activity: 

Premiums, claims and investment income associated with reinsurance assumed, 
respectively, $300, $150 and $30; 
Reinsurance activity cedes a portion of the direct insurance activity to a third 
party: $100 of premiums ceded; $50 of claims ceded and $10 of investment 
income. The reinsurance activity incurs the following expenses: wages and 
salaries for $70, purchased goods and services for $50, investment service fees 
for $10. 

Using this information, the production account of reinsurance activity is displayed 
in Table 5 which shows the value of reinsurance services provided by this activity. 
The demand side of this market is represented by direct insurance activity and the 
foreign sector. Owing to a lack of the required price of reinsurance services, the mea­
surement of the elasticity of supply and demand of reinsurance services constitutes a 
major gap in our understanding of the reinsurance market. An important attempt has 
been made recently by Froot and O'Connell (1997) who concluded that in the market 
of catastrophic reinsurance services, the supply is by far more elastic than the demand 
side. 

An important aspect of the reinsurance market is its international scope. As 
stressed by Wasow (1986), international trade in insurance occurs in good part through 
reinsurance, as residents do not directly purchase insurance abroad nor do non-

Table 5 
The Production Account of Reinsurance Activity Located in Region 

Uses 

Wages and salaries 

Profit before income tax 

Charges against output 

70 

110 

180 

Sources 

Gross Output (reinsurance assumed) 

Equals: 
Premiums assumed 
Plus 
Investment income 
Less 
Insurance claims incurred 
Gross Output (reinsurance ceded) 
Less: 
Purchased goods and services 
Less: 
Investment Service Fees 

Value Added 

180 

300 

30 

150 
60 

50 

10 

180 
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Table 6 
The Production Account of Investment Located in Region A 

Uses Sources 

Wages and salaries 

Profit before income tax 

20 

60 

Gross Output (Service fees) 

• Direct Insurance 

100 

50 
10 
40 

Charges against output 80 

• Reinsurance 
• External Client 
Less: 
Purchased goods and services 

Value Added 

20 

80 

residents travel to a foreign country to buy insurance. Carter and Dickinson (1992) 
and United Nations (1993b) indicate that the reinsurance activity has been historically 
less subjected to the constraints affecting delivery of insurance and the regulatory 
barriers to international transactions observed in life and non-life industries. Conse­
quently, the most important developments in international insurance transactions have 
taken place in the reinsurance industry. 

As for the investment activity, the following transactions are recorded in its pro­
duction account shown in Table 6: 

In terms of revenue, the investment activity charges a service fee to direct insur­
ance and reinsurance activities for a total of $60 ($50 for direct insurance and 
$10 for reinsurance); it also charges $40 to a client for the management of his (or 
her) pension fund. 
It pays $20 for wages and salaries, $20 for purchased goods and services. 

In reality, the measurement of investment activity's output is not always that easy. 
In fact, the output of this activity is one the hardest to measure as it transforms lia­
bilities (policyholders' deposits) into earning assets (loans through different financial 
instruments). The measurement of the investment unit output is hindered by the inap­
plicability of standard national income accounting procedures.9 Here the experience 
gained in the area of measurement of banking output may be useful. 

The role of the investment unit as a financial intermediary suggests that deposits 

9 Specifically, the use of standard national accounting procedure to measure the output (gross output or 
value added) originating in financial intermediation would yield a figure that would be too low without the 
addition of an imputed value of financial services rendered (see Berger and Humphrey 1992; Fixler and 
Zieschang 1991). To illustrate, suppose that the GDP for the investment unit was calculated simply by 
summing wages, profits and net interests (where net interests are interest earned on loans and interest paid 
to the direct insurance for funds loaned). A characteristic of the investment unit is that interest received 
typically exceeds interest paid; it typically pays below market interest rates on liabilities. The interest rate 
differential serves as an implicit payment for services rendered. Without the explicit addition of the value 
of these implicit payments the GDP for investment would be understated. 
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accounts should be considered as inputs since the unit acquire these funds in order to 
acquire earning assets. But as Sealey and Lindley (1977) recognized, deposits are not 
inputs in the same sense as labour and capital; they are in effect a technical output of 
the unit. Nevertheless, because deposits are used to produce earning assets, Sealey 
and Lindley argued that earning assets should be viewed as the final output of finan­
cial intermediaries. The problem with this view is that it misses the importance of the 
financial services attached to deposit accounts. 

Until recently, the striking feature of the input-output issue was the absence of 
a mechanism that determines inputs and outputs. Hancock (1985) established such 
a mechanism through the application of the user cost of money concept devel­
oped in Barnett (1980). The user cost of money is analogous to the user cost of 
capital and measures the net benefit of a particular way of holding money. In general, 
the user cost measures the economic cost of providing the financial services 
attached to investment unit output. Accordingly, the user costs are the signals by 
which the investment unit allocates resources to provide the financial services 
and therefore qualify as service process. Because the user costs can be either pos­
itive or negative, the prices are defined in terms of the absolute value of the user 
costs. The variability in the sign of the user cost creates a way to determine input­
output status endogeneously. A positive user cost indicates that the financial service 
is an input while a negative user cost indicates that the financial service is an output. 
With the the measure of investment unit output the user cost of the assets is given by 

(p-h) h'l h C h l'b'I' .. b (h-p) h u = --- W let e user cost lor tela I Ity IS gIVen y u = ---, were u 
O+~ O+~ 

denotes the user cost of the asset (liability), p is the investment unit's opportunity cost 
and h the holding cost or revenue for the financial good. 

To provide some of the intuition underlying the expression for the user cost, 
consider the case where the only concerns of the investment unit are the interest 
rate and the opportunity cost of capital. Suppose that the unit has only bonds with 
a face value of VO in period O. If the investment unit's holding of bonds remains 
fixed the value of its holdings in period I is V°(1 + 1t) where 1t is the interest rate on 
bonds. The investment unit decides between selling bonds in period 0 and holding 
them until period 1. The user cost in effect is the difference between the two alterna­
tives, that is 

Net Return = VO - [va (1 + 1t) ] = VO (p - 1t) 
(1+p) l+p 

d h h b d d II . . I (p -1t) S' '1 . Id an t us t e user cost per on 0 ar IS simp y ---. Iml ar reasonmg wou 
(1 +p) 

apply to the derivation of the user cost for a liability. Observe that in this example the 
sign of the user cost is determined by the difference between the two rates of return. 
Since the investment unit would maintain its bonds holdings only if 1t was greater 
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Table 7 
Modified Production Account of Direct Insurance Located at the Head Office in 
Region A 

Uses 

Wages and salaries 

Profit before income tax 

Charges against output 

25 

270 

295 

Sources 

Gross Output 

Equals: 
Direct premiums 
Plus 

600 

1,000 

Investment income 100 
Less 
Insurance claims incurred 500 
Less: 
Purchased goods and services 105 
Less 
Commissions to agents 90 
Less 
Purchased reinsurance services (Premiums 60 

minus Claims plus Investment Income 
of reinsurance ceded) 

Less 
Investment Service Fees 50 

Value Added 295 

then p it follows that the user cost for bonds should be negative and they are there­
fore classified as a financial output; that is, the purchase of bonds by the investment 
unit (making a loan) is a financial output. 

The production account of direct insurance activity, which now should record the 
flows of services purchased from reinsurance and investment activities, is shown in 
Table 7. 

4. Integrating all the Lines of Business 

a) The Consolidated Production Account 
In constructing national economic accounts, it is necessary to add together corre­
sponding accounts belonging to two or more transactors and, occasionally, to add 
together two or more accounts belonging to the same transactor. In the aggregate 
account, an entry may occur twice, either once on each side of the account, or twice­
with opposite signs---on the same side. If such entries are netted out, the aggregate 
account is a consolidation; if these cancellations are not made, the aggregate account 
is a combined account. 

Production account of the insurance firm (Table 8) is obtained by adding together 
the production account shown for all producing units in Tables 4-7. The account is 
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Table 8 
Production Account of the Insurance Firm 

Uses Sources 

Wages and salaries 165 Gross Output (direct insurance) 600 

Profit before income tax 460 Equals: 
Direct premiums 1,000 
Plus 
Investment income 100 
Less 
Insurance claims incurred 500 
Gross Output (reinsurance assumed) 180 
Equals: 
Premiums 300 
Plus 
Investment income 30 
Less 
Insurance claims incurred 150 
Gross Output (Investment) 40 
Less: 
Purchased goods and services 195 
• Direct Insurance 105 
• Reinsurance 50 
• Investment 20 
• Agency 20 

Charges against output 625 Value Added 625 

prepared on a consolidated basis. The entries for a transaction between two produc­
ing units cancel, leaving only transactions between the producing unit and units 
outside the firm. These entries are: direct insurance (-$90 for commissions) and 
agency (+$90); direct insurance (-$60 for reinsurance ceded) and reinsurance (+$60); 
direct insurance (-$50 for purchase of investment services) and investment (+$50) 
and reinsurance (-$10 for purchase of investment services) and investment (+$10). 

It is important to note that the sum of value added generated by the different lines 
of business (see Tables 4b-7) is equal to the value added calculated at the consoli­
dated level of the insurance firm (Table 8). Therefore, given this property of additiv­
ity, the sum of value added generated by the different lines of business constitutes a 
sufficient statistics to estimate an unduplicated measure of production activity at the 
level of consolidation (i.e., the insurance firm). 

b) Input-Output Accounting 
Information on the flows of goods and services that make up the production rela­
tionships between insurance industries and the rest of the economy is missing from 
the income and expenditures accounts (lEA), but is provided by the input-output (1-
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0) accounting. 1-0 accounting can be viewed as a deconsolidation, along detailed 
industry lines, of the sub sectoral production account of Table 7, with a separate pro­
duction account presented for each industry. Both lEA and 1-0 accounts present GDP 
in terms of final product flows (final demand, using 1-0 terminology) and in terms of 
charges against GDP (value added using 1-0 terminology). The distinctive feature of 
the 1-0 accounts is the presentation of detailed information for each industry on the 
consumption of purchased materials and services that canceled in arriving at an undu­
plicated measure of production for the business sector. This detailed information is 
presented in a matrix-an 1-0 table. 

In the 1-0 table, each column records the gross output of an industry and the 
inputs used by that industry in production; that is, 

Gross Industry Output = Consumption of Purchased Goods and Services 
+ Value Added. 

Each row records the gross output of a good or services (commodity in 1-0 ter­
minology), the consumption of the commodity by producing industries, and the final 
demand for the commodity, where final demand consists of sales of the commodity 
to final users, the change in inventories of the commodity held by both the produc­
ing and consuming industries, less imports of the commodity; that is, 

Gross Commodity Output = Consumption by Producing Industries 
+ Sales to Final Users 
+ Change in Inventories 
- Imports. 

To illustrate the derivation of the 1-0 Account, Tables 9-13 present production 
accounts for the four hypothetical insurance industries-agency and brokerage, direct 
insurance, reinsurance and investment-and the rest of the business sector that make 
up the whole business sector. Unlike the production accounts derived above, these 
accounts record production on a gross basis; that is consumption has not been sub­
tracted from both sides. Also, these accounts provide a breakdown of purchased goods 
and services shown in Tables 4b-7 in terms of services transacted between the insur­
ance lines of business and goods and services purchased outside the insurance firm. 
For the rest of the economy, Table 13 presents a single consolidated production 
account. 

Several features of the illustration in Tables 9-13 should be noted: a) each indus­
try produces a single commodity and that commodity is not produced by any other 
industry; b) the commodities produced by agency, direct insurance, reinsurance and 
investment industries are services, therefore, they are not inventoried; the commod­
ity produced by the rest of the business sector is inventoriable; c) producing units in 
each industry purchase inputs from other units in the same industry. 
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Table 9 
Agency Industry 

Uses 

Consumption 
Intermediate expenses 

Agency services 
Direct insurance services 
Reinsurance services 
Investment services 
Other goods and services 

Less: Change in raw materials 
inventories 

Agency services 
Direct insurance services 
Reinsurance services 
Investment services 
Goods and services 

Value added 
Charges against gross output 

Table 10 
Direct Insurance Industry 

Uses 

Consumption 
Intermediate expenses 

Agency services 
Direct insurance services 
Reinsurance services 
Investment services 
Other goods and services 

Less: Change in raw materials 
inventories 

Agency services 
Direct insurance services 
Reinsurance services 
Investment services 
Goods and services 

Value added 
Charges against gross output 

10 

10 

70 
90 

90 
10 
60 
50 
95 

0 
0 
0 
0 
0 

295 
600 

Sources 

Sales of agency services 
To producers 

Agency industry 
Direct insurance industry 
Reinsurance industry 
Investment industry 
Rest of the economy 

To final users 

Change in work-in-process and 
finished goods Inventories 

Less: Imports of agency services 

Gross output 

Sources 

Sales of direct insurance services 
To producers 

Agency industry 
Direct insurance industry 
Reinsurance industry 
Investment industry 
Rest of the economy 

To final users 

Change in work-in-process and 
finished goods Inventories 

Less: Imports of direct insurance 
services 

Gross output 

o 
90 
o 
o 
o 
o 

o 
o 

90 

10 
10 
10 
10 

160 
400 

0 
0 

600 
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Table 11 
Reinsurance Industry 

Uses 

Consumption 
Intermediate expenses 

Agency services 
Direct insurance services 
Reinsurance services 
Investment services 
Goods and services 

Less: Change in raw materials 
inventories 

Agency services 
Direct insurance services 
Reinsurance services 
Investment services 
Other goods and services 

Value added 
Charges against gross output 

Table 12 
Investment Industry 

Uses 

Consumption 
Intermediate expenses 

Agency services 
Direct insurance services 
Reinsurance services 
Investment services 
Goods and services 

Less: Change in raw materials 
inventories 

Agency services 
Direct insurance services 
Reinsurance services 
Investment services 
Other goods and services 

Value added 
Charges against gross output 

o 
10 
o 

10 
40 

o 
o 
o 
o 
o 

180 
240 

0 
10 
0 
0 

10 

0 
0 
0 
0 
0 

80 
100 

Sources 

Sales of reinsurance services 
To producers 

Agency industry 
Direct insurance industry 
Reinsurance industry 
Investment industry 
Rest of the economy 

To final users 

Change in work-in-process and 
finished goods Inventories 

Less: Imports of reinsurance 
services 

Gross output 

Sources 

Sales of investment services 
To producers 

Agency industry 
Direct insurance industry 
Reinsurance industry 
Investment industry 
Rest of the economy 

To final users 

Change in work-in-process and 
finished goods Inventories 

Less: Imports of investment 
services 

Gross output 

o 
60 

180 

o 
o 

240 

0 
50 
10 
0 

40 
0 

0 
0 

100 
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Table 13 
Rest of the Economy 

Uses 

Consumption 
Intermediate expenses 

Agency services 
Direct insurance services 
Reinsurance services 
Investment services 
Goods and services 

Less: Change in raw materials 
inventories 

Agency services 
Direct insurance services 
Reinsurance services 
Investment services 
Other goods and services 

Value added 
Charges against gross output 

o 
160 

o 
40 
10 

o 
o 
o 
o 
o 

65 
275 

Sources 

Sales of goods and services 
To producers 

Agency industry 
Direct insurance industry 
Reinsurance industry 
Investment industry 
Rest of the economy 

To final users 

Change in work-in-process and 
finished goods Inventories 

Less: Imports of goods and 
services 

Gross output 

10 
95 
40 
10 
10 

100 

20 
10 

275 

Table 14 illustrates the construction of the 1-0 table from the information con­
tained in Tables 9-13. The first five columns on the left side of the matrix record the 
consumption of intermediate inputs, as well as value-added, by the producing indus­
tries. For each industry, consumption is derived from the left side of the industry's 
production account in Tables 9-13 as the purchase of the commodity less the change 
in raw material inventory. Value added is also taken from the left side of the industry 
production account. Three columns, further to the right, record the components of 
final demand. Sales to final users are obtained from the right side of the production 
accounts in Tables 9-13. 

25.3.3 Assessing the Delineation of Insurance Producing Units 

a) Set Up 
So far I have delineated the insurance firm now as a set of integrated producing units 
performing different activities. The question is how meaningful are these activities. 
Following Clarke (1989), I investigate how well the proposed delineation of the insur­
ance business separates groups of insurance firms into economically distinct activi­
ties. The maintained hypothesis is that there are input shares that are more similar 
among producing units that occupy the same industry than among units that are in 
more remotely connected industries. 

The delineation of insurance industries is said to be significant if, and only if, 
the production units of an industry react the same way to any exogenous shock 
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(industry-wide or economy-wide). For this to be true, the production units of this 
industry must have similar technologies. However, the similarities diminish within 
coarser industrial groups. To test this proposition, I use a variation of the diversifica­
tion concept developed by Gollop and Monahan (1991), which allows me to quantify 

the extent to which an industry's production units have similar technologies. 
The properties of a technology are captured in parameters defining the relation­

ships among inputs, outputs and costs. Identical cost function parameters across pro­
ducing units suggest homogeneous technologies while different parameters specify 

heterogeneous technologies. Identifying and measuring these parameters is the key 
to designing a statistical measure that can be used to assess the delineation of the 
insurance business. It turns out that, under reasonable assumptions, the information 
required for identifying these technology parameters can be extracted from data com­
monly available in industrial accounts. To show this, consider the following cost func­
tion of a production unit i defined in (1) 

(1) 

where w, Q, and R represent, respectively, vectors of input prices, output, and any 
other input peculiar to the activity of the production unit; 10 Gj represents the minimal 
cost incurred by the production unit} in order to produce a vector of output Q under 

given market conditions, and any idiosyncratic aspect represented by wand R, respec­
tively. The simplest parameterization of this cost function is to assume that it has the 
Cobb-Douglas form 

JIM 

InCj = LP},f In w},f + LA. j.K In Qj.K + Laj,t In Rj,t. (2) 
f K 

Assuming competitive (input and output) markets, the Cobb-Douglas parameters 
j3j,f and aj,t associated with the inputs are equal to the corresponding revenue shares 
(using Shephard lemma) 

A. _ dlnCj _ w},f . X},f _ 
fJ;.f=dlnwr- V -Sj,t 

j, J 

a. = dlnCj = Zj,t . Rj,t = (0. 

j,t - dlnRj,t Vj j,t 

A.. == dlnCj = Pj.K . Qj,t = ~ . 
j,K din Qj,K Vj j,K 

J M 

so that LSj,f + L(Oj,t = 1 where 
f 

10 The variable R could represent reinsurance ceded for direct insurance production unit. 

(3) 
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WjJ = the price of the input f, 
Zj,t = the (shadow) price of the input 't, 
J0! = the quantity of the input f used by the j - th production unit, 
Rj,t = any other input 't used by the j - th production unit, 
~ = the nominal output produced by the j - th production unit, 
Qj = the quantity of output produced by the j - th production unit, 
a),t = the (shadow) revenue service share of any ofthe 't - th inputs in the total nominal 
output of the j - th production unit, 
Aj,1( = the revenue share of the 1C - th output in the total nominal output of the j - th 
production unit. 

If one considers another producing unit, say h, which performs the same activity 
and uses a Cobb-Douglas technology, this technology will correspond to parameters 
~h,f, ah,t and, accordingly, to input shares Sh,f, COh,t. If both production units have the 
same technology, then one may expect to obtain sj,J = Sh,f and CO;,t = COh,t. Otherwise, 
none of these equalities would hold. Differences in input cost shares and output shares 
among producing units, which, therefore, quantify differences among parameter tech­
nologies, can be used to calibrate the extent of heterogeneity among producing units 
within an industry. The heterogeneity index A has the following form 

with 

V 11 _ J 

~; - '" V' 
L.) J 

and 

(4) 

(5) 

(6) 

The symbol I· 1 refers to the absolute value. Dividing by two prevents double 
counting and ensures that the index A is bounded in the zero-one interval, 0 ::; A ::; 1. 
As differences among the parameters increase, A increases. As the differences 
decrease, the index A approaches zero. It turns out that the heterogeneity index is 
simply a weighted sum over differences in cost function parameters describing the 
technology structures employed by producing units within an industry, where the 
weights Il) and Ilh are defined as the shares of the j - th and h - th producing units in 
the industry'S nominal output. For any given difference in the input shares of the j­
th and h - th producing units, the overall effect on industry A is determined by the 
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relative importance of the j - th and h - th producing units. Therefore, input differ­
ences between large producing units have more impact on A than do input differences 
between small establishments. The share variables Ilj and Ilh insure this result. 

b) Empirical Results 
Once the delineation has been completed, the issue is whether production units in 
each industry operate under the same technology or not. This question is crucial 
since firms specialized in the same product line can use a different technology or 
different input mix. This, in tum, means that they will not react identically to a 
common shock. For this purpose, the heterogeneity index appears to be helpful. It 
enables us to examine whether or not there is a large dispersion in the technology of 
production units that are members of the same industry by using information on the 
input shares of each of them. This index also indicates whether or not the industrial 
classification is becoming more accurate by progressive refinements to the structure 
of the classification. For example, does it suggest that the heterogeneity in the tech­
nology of producing units substantially decreases as we move from a classification 
based on institutions to another based on producing units? If so, this implies that it is 
likely that the production units that are members of the institutions display different 
technologies. 

Table 15 summarizes the application of the heterogeneity index A at the different 
level of refinement for both life and non-life insurance using data from the Office of 
Superintendent of Financial Institution, the regulator of the insurance business in 
Canada. Although the results are based on 1994 data, they do seem to be fairly stable 
over time. The level of the heterogeneity index for the whole insurance subsector is 
fairly high at 0.88. Making the distinction between life and nonlife insurance indus­
tries at the institutional level (i.e., the insurance firm) somehow reduces, albeit not 
dramatically, the level of heterogeneity. Although the level of heterogeneity still 
remains high for both types of insurance, life insurance industry displays a slightly 

Table 15 
Heterogeneity Index Applied to Insurance Industries 

Insurance 
Life Insurance 

Agency 
Direct insurance 
Reinsurance 
Investment 

Non-Life Insurance 
Agency 
Direct insurance 
Reinsurance 
Investment 

88 
85 
33 
64 
79 
45 
93 
42 
66 
48 
74 
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lower level of heterogeneity than non-life insurance industry (0.85 versus 0.93). Sep­
arating the insurance firm into distinct lines of business implies a significant decrease 
of the level of heterogeneity for both life and non-life insurance businesses. In both 
instances, agency industry display the lowest level of heterogeneity in comparison 
with other industries. Owing to the small number of producing units accounted for in 
the sample in comparison with other insurance industries, reinsurance and investment 
industries display a relatively high level of heterogeneity, respectively, for life insur­
ance and non life insurance. Despite the refinement made to the insurance business 
through these four industries, the direct insurance industry still shows a high level of 
heterogeneity for both life and non-life insurance businesses. This tends to suggest 
that a further refinement can be implemented in this particular industry through the 
distinction between multiproduct and monoproduct producing units. I I Finally, it is 
important to note that the level of the heterogeneity index is not significantly differ­
ent between pairs of the same industry that belong to life and non-life insurance. This 
clearly suggest that, on the basis of the technology, the distinction between life and 
non-life insurance businesses is irrelevant. What is more relevant, however, is the 
delineation of the various lines of business which happen to display the same tech­
nology across the type of insurance. 

In most cases, the results indicate that heterogeneity in technology tends to 
increase when n-digit level of refinement is coarsened into (n - I )-digit level refine­
ment. These results suggest that the delineation of the insurance business proposed in 
this paper is quite robust as a method to separate insurers' production units into very 
refined groups based on similar technologies. Since the latter level is the one that most 
economists view as being close to economic industries, the proposed approach turns 
out to be successful at delineating economic industries. 

25.4 CONCLUDING REMARKS 

This chapter reviews and extends the measurement framework of the insurance busi­
ness at both macro and micro levels. The main results of this framework are easily 
summarized. First, the SNA consists of a coherent, consistent set of macroeconomic 
accounts and tables designed for a variety of analytical and policy purpose. Never­
theless, certain key aggregates of the system, such as industry GDP, have acquired an 
identity of their own and are widely used by users of all kinds as summary, global 
indicators of economic and welfare. Movements of such aggregates, and their asso­
ciated price and volume measures, are used to evaluate the performance of the 
economy and industries. The first part of the chapter applies illustrates this framework 
using the insurance sub-sector as an example. 

II The new North Americain Industrial Classification System for the Canadian insurance business actu­
ally does introduce this distinction between multiproduct and monoproduct producing units. See Statistics 
Canada (1997). 
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Second, although the SNA was born in the world of macroeconomics, its roots 
have been in the data relating to individual decision-making units in the economy. 
Since its inception, both the complexity of the economic system and the concern 
with new analytical problems have increased. Currently, governments are faced 
with the need to evaluate both the macro and micro aspects of their policies in 
many areas. The national accounts alone are not sufficient for this task. Both the 
need and technical feasibility of linking the macro framework with micro data have 
increased. 12 

The second contribution of this paper is to unravel the behaviour of the various 
activities performed by insurance firms, with a special focus on the interactions 
between the various production units, their output and the characterization of their 
behavioural functions. The need to go beyond the concept of insurance firm builds on 
the tradition initiated by Coase. Just recently, in his Alfred Nobel Memorial Prize in 
Economic Sciences' lecture, Coase (1992, 714) emphasized once again the need to 
go beyond the traditional "black box" concept of firms: 

"What is studied (in the mainstream theory offirm) is a system which lives in the 
minds of economists but not on earth. The firm in mainstream economic theory 
has often been described as a 'black box.' And so it is. This is very extraordinary 
given that most resources in a modern economic system are employed within 
firms, with how these resources are used depended on administrative decisions 
and not directly on the operation of a market. Consequently, the efficiency of the 
economic system depends to a very considerable extent on how these organiza­
tions conduct their affairs, particularly, of course, the modern corporation." 

On the other hand, the practical reasons that motivate this option are numerous. 
In North America, like in many other developed continents, the financial services 
business corresponds exclusively to regulated institutions, legally constituted, and 
often members of enterprises with a wide variety of activities. The concept of insti­
tutional entity is far from unambiguous and that the motives for legal structures are 
often other than purely organizational. They are often associated with tax-legislation 
and regulation, rather than reflecting economic reality. It is questionable whether the 
chosen legal structure corresponds with the way in which economic agents perceive 
reality themselves. It is even very likely that their view of economic reality is a very 
different one. 

At least three areas of the analysis of the insurance business remain fertile ground 
for further research. First, I suggest that the analysis of the insurance production struc­
tures at the level of the line of business should be listed to the top of the agenda in 

12 The UN SNA (1993) states explicitly its position concerning the relation of the macro accounts to 
micro data: "Nevertheless, as a general objective, the concepts, definitions and classifications used in eco­
nomic accounting should, so far as possible, be the same at both a micro and macro level of facilitate the 
interface between the two kinds of data." (p. 12). 
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applied econometrics and determine which production units drive the economic per­
formance of the insurance firm. While many studies documented the fact that the life 
insurance industry shifted from financial protection services to investment products 
(see Poterba (1997)), no contribution has ever tried to determine the difference in the 
economic performance between financial protection (direct insurance) and financial 
intermediation (investment activity). 

The other remaining areas for further research concern the economic performance 
of the investment activity and reinsurance. This last item includes issues such as the 
turbulence in the insurance business in terms of entry-exit, concentration by product 
line, pricing and a cross country comparison in the structures, conduct and economic 
performance of insurers lines of business. 
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Abstract 
In both developed and developing countries, many elderly depend on government 
and employment-based pensions. Yet the pension institution faces difficult challenges, 
even as a rapidly growing aging population turns to it for retirement support. One 
development is that defined contribution plans have become very popular, sometimes 
at the expense of defined benefit pensions. This changes the risks and rewards for 
plan sponsors and participants, as well as government regulators charged with pension 
oversight. Expenses associated with pension management have also come under 
scrutiny, imposing new performance pressures on trustees and other pension stake­
holders. Finally, it is now becoming clear that far-reaching reforms will be required 
to restore government social security programs to solvency. As a result, pension plans 
will require the attention of insurance experts for the foreseeable future. 

Keywords: Benefit pensions, aging population, pension management, reform, social 
security, solvency. 
JEL Classification Numbers: G23, H55, 114, 132, G22. 

26.1 INTRODUCTION 

The world's population is aging rapidly: in 2030, over one third of the developed 
world's people will be older than age 60, and many developing nations will find their 
population does not lag far behind (Chand and Jaeger 1996). What does the global 
aging trend portend for public and private pension systems on which people rely for 
old-age support? This chapter explores recent developments in pension plan form and 
function, in order to assess how well pension institutions are suited to meet global 
demands for retirement income into the foreseeable future. 

We organize the chapter around four central questions regarding the way pension 
institutions work and their impacts in labor and capital markets: 

* Research support for this study was provided by the Wharton School and the Pension Research 
Council. The author is solely responsible for opinions contained herein. 
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How do pensions influence the risks workers confront in retirement? 
What explains the global trend toward defined contribution pension plans? 
What other factors influence the market for pensions? 
How can pension performance be judged? 

In what follows, we review the key empirical and theoretical lessons offered by 
recent literature on these questions. But it is useful to first define the concept of a 
pension, which we take here to mean a financial contract promising to deliver regular 
income payments to the retired elderly.l A pension promise may be supplied by a 
variety of different entities including employers, insurers, unions, governments, and 
other institutions offering financial services. 

The nature of the pension contract depends on whether the plan is a defined benefit 
(DB) or a defined contribution (DC) pension. What distinguishes a DC from a DB 
plan is that in the former, the sponsor promises to deposit a specified contribution into 
the plan periodically (e.g., per week, month, or sometimes year).2 In the US, common 
DC formulas promise contribution rates of 6-8% (combining both employer and 
employee contributions). These monies are then invested, often at the participant's 
direction, in stocks, bonds, or other financial instruments. At retirement, the DC plan 
participant may convert his accumulation into an annuity payable from retirement 
until death (or the death of the spouse, if a joint and survivor benefit is selected). It 
is also usual to allow the DC participant to take some or all of his pension accrual in 
the form of a lump sum. This sum may then be spent immediately, or invested 
individually and then drawn down based on anticipated life expectancy (this is 
the "programmed withdrawal" or "minimum distribution" notion consistent with US 
tax law). 

By contrast, a DB plan commonly fashions the pension promise by defining a 
benefit formula that determines a participant's eventual retirement payments. For 
instance, a formula for a retirement benefit amount (B) might be: 

B, I A, R = b(YRS, FAP, A)*YRS*FAP, 

where the dependence of the benefit on t, A and R shows that the amount paid in year 
t depends on the worker's retirement age (A) as well as the year of his retirement (R); 
YRS refers to the employee's years of service with the pension sponsor as of retire­
ment; FAP refers to a final average pay computation; and b(·) is some function trans­
forming the worker's age at retirement, service, and pay into a benefit amount. This 
function can be smooth (e.g., 1 % of pay per year of service) but more commonly is 
nonlinear, granting higher benefits for longer years of service or for pay earned above 
some threshold (Fields and Mitchell 1984; Stock and Wise 1990). In the case of a 

1 This discussion draws on published and unpublished research by Mitchell (l998a and b, 1997 a and 
b); Gustman et al. (1994), Gustman and Mitchell (1992), and other items listed in the references. 

2 For an excellent discussion of pension financing and benefits see McGill et al. (1996). 
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funded DB plan, the plan sponsor is expected to contribute to the plan in an orderly 
fashion according to actuarial standards, so the needed funds are available when the 
worker retires. Generally a defined benefit pension is payable in the form of an annuity, 
though occasionally a firm will permit a lump sum cash-out equal to the discounted 
present value of the future benefit. 

Contributions flowing into pension accounts of both the DB and DC variety 
are typically sheltered from income tax, and investment earnings built up inside the 
pension fund also tend to accumulate on a pre-tax basis. When this is so, the pension 
plan is said to be "tax qualified"-where contributions and within-plan build-ups are 
not subject to tax until retirement. 3 The tax-deferral feature of pensions is particularly 
valuable to workers in a high marginal tax bracket, and when the plan is funded-i.e., 
when it has assets to back pension liabilities. Oftentimes pension assets are segre­
gated from the sponsoring employer's own assets, held in trust on the participants' 
behalf. In this case, a DC plan's assets are by definition equal to plan liabilities, since 
participants have full claim on what is deposited in the plan via contributions, and 
also on investment earnings. By contrast in the DB case, plan participants own the 
promised benefit, but the plan may not be fully backed by sufficient assets to pay 
future benefits. When this occurs, current contributions may be used to support current 
retirees, at least in part. This type of DB plan would be characterized as underfunded; 
in the most extreme case where no assets at all are set aside, the plan is known as a 
"pay as you go" pension. 

Pension systems, like many other institutions entrusted with peoples' financial 
wellbeing, are generally subject to a wide range of legislative and regulatory over­
sight. One social goal sometimes expressed by pension regulators is to ensure that 
participants have a reasonable chance of receiving promised benefits. In this instance, 
plans tend to be treated as though they were institutions akin to insurers, with sol­
vency and disclosure regulations imposed. Another goal often emphasized by policy­
makers is the provision of social insurance, which explains the redistributive element 
of many government-supplied pension programs (Kotlikoff 1987). Thus some pension 
systems pay higher proportional benefits to poor retirees and conversely, offer a lower 
replacement rate to the rich. Most government-run social security systems offering 
retirement pensions are rather redistributive in this way. 

Considering public and private pension systems as a whole, these financial 
institutions represent the main source of old-age support for most elderly in indus­
trial countries. Summary statistics on private pension fund accumulated assets appear 
in Table 1 for several developed nations. Of the countries listed, Switzerland has 
the most well-developed funded private system, with pension assets amounting to 
US$40,000 per person; the second-best funded is in Netherlands with per capita 
pension assets of $20,000. Several countries follow, with around $15,000 per person 
including the US and the UK. Because Germany uses a "book reserve" system rather 

J For a comparative discussion of pension tax treatment see Dilnot (\996), 
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Table 1 
Selected Public and Private Pension System Characteristics 

Country Population Private State Pension Benefit Financing of 
(M) Pension State Pension 

Assets % of GOP as % of Av.Pay Payroll Tax % 
$USb 

United States 263 4,258 60 43 12.4 
Japan 125 1,321 29 54 16.5 
United Kingdom 58 879 81 33 13.6~19.4 

Netherlands 16 327 83 33 15.85 
Canada 30 320 62 34 4.6 
Switzerland 7 280 90 37 8.4 
Australia 18 192 55 25 na 
Germany 82 140 7 53 20.3 

Singapore 3 47 57 40 40 
Chile 14 25 39 na na 

Source: Dresdner Bank (1997) 17. Information for 1995 except for Australia (1996). Data for Japan and 
Germany exclude book reserves; Dutch data exclude insurer reserves, Canada data include only RPP trust 
agreements and RRSPs. na signifies not applicable. 

than setting aside assets in pension trust, its funded status is among the lowest of the 
OECD.4 

The importance of public pension systems is also reflected in Table 1, where it is 
noted that the German public retirement system provides a high replacement rate 
(benefits equal to half of average wages), and the plan taxes earners at a high rate to 
support these payments. What these figures do not show is the unfunded obligation 
behind the cash flows pertinent to the government programs. For example, the US 
Old-Age, Survivors, and Disability (OASDI) program-the agency that pays social 
security old-age benefits-faces an unfunded obligation of approximately $9 trillion. 
Filling this gap over the next 75 years will require a benefit cut of about 25% per year, 
or a tax increase of approximately the same measure (Quinn and Mitchell 1996). 
A different way to assess the challenges faced by public pension systems is to note 
that the present value of pension liabilities in the major industrial countries averages 
around 100~200% of GDP, with estimates ranging even higher for Italy (202%), 
Germany (236%) and France (259%). Remedying this deficit would require additional 
taxes valued at 1-4% ofGDP annually in perpetuity to achieve solvency of the current 
unfunded systems, or taxes worth 4-8% of GDP to make a transition to a fully funded 
system.5 

4 German and other European pension systems are described in detail in Bodie et al. (1996) and Davis 
(1996). 

5 These estimates are taken from Chand and Jaeger (\996). 
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26.2 HOW DO PENSIONS INFLUENCE THE RISKS WORKERS 
CONFRONT IN RETIREMENT? 

877 

The simple life cycle saving model posits that a rational and well-informed worker 
would forecast the future and save enough to smooth consumption over time. In a 
certainty world, the individual will save enough while earning so as to smooth real 
consumption over his lifetime. For example, one might assume the worker enters 
employment at age 20, works until retirement at 65 earning a steady real income, and 
saves some fraction of it for retirement. Assuming that he earns a constant real rate 
of interest his retirement consumption path could be configured so that at death the 
retirement fund was completely depleted (abstracting from bequests). 

In this framework, the ratio of consumption to earnings must equal the ratio of 
years of work to total years of work and retirement (Bodie et aI1996). As constructed, 
there are 45 years of work and 15 years of retirement, so the replacement rate (the 
ratio of consumption/earnings) is equal to 45/60 or 75%, derived as follows: 

Work Years * (Earnings - Consumption) = Retirement years * Consumption 
Work Years * Earnings = (Work Years + Retirement years) * Consumption 
Replacement rate = ConsumptionlEarnings 

= Work Years/(Work Years + Retirement Years) 

In this framework the function of a pension is to help the worker meet his saving 
target during the earning years, so that he has adequate saving to meet retirement con­
sumption needs. Depending on the institutional setting, this need may be fulfilled by 
a government pension (often termed social security), and/or an employer or union­
sponsored pension. Social security taxes are generally paid by both the worker and 
his employer; job-based or corporate pensions also usually require both worker 
contributions and contributions from the employer (or union). Economists generally 
recognize that employer contributions to both public and private pensions represent 
employee compensation foregone in the amount devoted to the pension (Gruber 1997). 
Remaining or residual saving needs must be met with private asset accumulation, as 
in housing stock, bank accounts, or investments in the broader capital market. 

The power of this simple life cycle framework is its clarity in highlighting the 
factors that determine retirement saving needs. In particular, the rational economic 
man's saving profile is seen to depend on his life expectancy, his work and retirement 
pattern, his real earnings profile, the anticipated returns on his public and private 
pension savings, the tax structure he faces, and how he wishes to make provision for 
a surviving spouse and children. But implementing the plan of action in practice is 
difficult, by virtue of the fact that the real world is fraught with risk. This is, workers 
must form and constantly update forecasts of anticipated trajectories of the uncertain 
components of the lifetime budget constraint-real earnings, public and private 
pension benefits, investment returns, healthcare needs and insurance. Also workers 
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must attempt to make these decisions subject to substantial uncertainty regarding 
health capacity, preferences for work versus leisure, and personal factors including 
marital status. And of course, in retirement, both constraints and preferences are likely 
to change through time in sometimes unpredictable ways as health deteriorates, asset 
values evolve, and family relationships change. In addition, the retirement problem is 
complicated in practice by the interactions between workers, their plan sponsors, and 
the economic and legal environment in which the pension systems are set. 

In illustrating the role of uncertainty in the retirement setting, it is useful to iden­
tify the four main risks confronting a life-cycle saver when he makes retirement saving 
decisions and plans.6 These are individual risk, plan sponsor risk, country risk, and 
global risk. Focusing on the first, older people of course face an uncertain life 
expectancy. This individual risk then prompts concern about the chances of one out­
living one's own retirement saving. Pensions playa key role in protecting against this 
risk, because they offer a mechanism for people to share longevity risk with a group 
of fellow-employees-a relatively diverse risk pool formed for purposes other than 
obtaining this insurance. Of course an insurer can also pool mortality across a large 
number of purchasers, but the retail market for individually-purchased annuities is 
skewed by adverse selection because people who buy individual annuities are likely 
to live much longer than the population average.7 For this reason, a firm-based or 
occupational pension plan can afford workers a valuable precommitment device, 
namely access to a group survival risk pool early in life. The precommitment is useful 
since the buy-in occurs before workers' health and mortality risks become known. A 
related issue is that some perceive their pension as a self-control device, by which 
employees are helped to automatically deduct from their pay a regular amount that is 
then saved rather than spent.8 The pension institution therefore helps enforce the 
worker's resolve to follow a saving plan that he otherwise might find difficult to 
implement if left to his own devices each pay period. 

Another way in which pensions help protect workers against individual risk has 
to do with unexpected earnings fluctuations, such as those caused by job loss or dis­
ability. If one were to experience a sudden work incapacity, retirement saving might 
fall below one's plan and retirement consumption would decline below one's hoped­
for living standard. This kind of risk, sometimes known as "replacement rate risk", 
can be protected against to the extent that the pension benefit formula is redistribu­
tive and guarantees a minimum benefit. These are commonly found in defined benefit 
pensions, when the benefit formula offers a subsidized benefit in the event of 
disability or sudden earnings declines.9 

6 More detail is available in Mitchell (I 997b); see also Diamond and Mirrlees (1985) and Bodie (1992). 
7 For a recent analysis of the risk-pooling aspects of annuities see Mitchell, Poterba, Warshawsky, and 

Brown (1999). 
8 Thaler and Shefrin (1991) take this view of pensions as a self-control mechanism. 
9 Studies that model the disability aspect of pensions include Diamond and Sheshinsky (1995) and 

Ippolito (1986). 
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While pensions can help mitigate these potent individual risks, they in tum expose 
employees covered by a firm-based pension to risk associated with the plan sponsor. 
One such plan sponsor risk occurs in both DC and DB plans, if a pension fiduciary 
absconds with the monies, mis-directs investments, or permits too much to be spent 
on administrative costs. Protection against such behavior often motivates government 
regulation governing pension asset allocation, investment practices, and self-dealing, 
as with the US Employee Retirement Income Security Act (ERISA) of 1974; related 
rules in the United Kingdom were adopted after the Maxwell pension scandal (Bodie 
et al. 1996). 

A closely-linked concern that workers face regarding their pension is the chance 
of being discharged prior to gaining a legal right to the benefit. Before ERISA's 
passage in 1974, US companies would sometimes vest pension-covered workers only 
at retirement; this meant that employees changing jobs prior to that date lost their 
pension accumulations despite years of contributions (Sass 1997). This risk of loosing 
a pension accrual was in fact partly offset by a higher cash wage, confirming that pen­
sions represent deferred compensation (Montgomery et al. 1992). Nevertheless many 
governments today require that a pension-covered worker vests after a fixed period of 
years, which means that he maintains a claim on the benefit accrued to date in his 
original firm even if he changes jobs after that (in the US, vesting in the private sector 
now is required after 5 years of full-time employment at a firm offering a pension 
plan). The value of vesting is less than it might seem at first, however, since the DB 
pension promise is often not indexed to inflation for those leaving the firm. Thus a 
young worker changing employers will have earned a nominal benefit, rather than one 
protected against inflation up to and after retirement. Defined contribution pension 
plans suffer less from this problem, inasmuch as they often permit vested participants 
to take their assets as a lump sum when they change jobs by rolling over the funds 
into a tax-deferred personal account (e.g., an Individual Retirement Account) which 
they manage themselves. Of course having a self-managed pension does not by any 
means guarantee that the retirement pension is a real benefit. 

Yet another type of plan sponsor risk arises only in DB pensions, and it is a 
risk associated with underfunded plan terminations. This occurs when the employer 
offering the plan declares bankruptcy, and has insufficient assets to cover promised 
pension benefits. Such underfunded plan terminations are rare in practice in the US, 
but when they happen they highlight the fact that a DB pension with insufficient assets 
imposes bankruptcy risk on participating employees. Several notorious historical 
cases including the mid-1960's bankruptcy of the US Studebaker automobile firm 
showed how pension benefits can be threatened when pension assets are inadequate 
to meet promised benefits (Sass 1997). Transferring bankruptcy risk in this way may 
be economically useful, according to Ippolito (1985), if it in effect turns employees 
into shareholders interested in the long-term success of the firm. On the other hand, 
having an underfunded pension can greatly increase the risk of old-age economic 
insecurity. 
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An alternative way to protect against the risk of plan sponsor bankruptcy is 
to have a pension solvency guarantee system. The US federal agency known as the 
Pension Benefit Guaranty Corporation acts to protect vested nominal benefits, in 
exchange for a risk-related insurance premium charged to all with DB pensions. This 
federal institution now has several billion dollars in assets and is working to assess 
its future liability for pension sponsor bankruptcies (Bodie and Merton, 1993; Ippolito 
1989). A similar system was adopted in Ontario but the model has not spread 
elsewhere in Canada. Further, since there is an unchanged nominal ceiling on the 
maximum insured benefit, the Ontario termination insurance system is diminishing in 
importance over time (Pesando 1996). In Germany, by contrast, DB pension insur­
ance takes the form of a pay-as-you-go solvency fund into which all corporations with 
DB pensions pay an annual fee (Ahrend 1996). Thus far, these insurance systems have 
worked relatively smoothly, but it is not known how they would perform in a serious 
and persistent market economic downturn. 

A worker saving via a pension also faces a host of country-specific risks 
exposing him to potential economic insecurity in old age. These include macroeco­
nomic risks associated with inflation and recession, and also country-specific fluctu­
ations in capital markets (Feldstein 1983). Often these economic problems generate 
political risks produced by changes in a nation's legal and regulatory system, and 
they are extremely difficult to predict. Yet because pension participants invest for 
the long term, changes in real and financial conditions can have a potent effect on the 
risk and return characteristics of pension assets. Some point to DB pensions as a 
means to protect against local capital market risk, since a plan sponsor bases a DB 
pension promise on service and pay rather than investment returns. Hence it is often 
alleged that the firm bears most of the investment risk in the pension, rather than his 
firm. By comparison a worker with a defined contribution pension tends to be exposed 
to capital market risks more directly.'o If a country's economic and political environ­
ment does not promise long-term stability and good returns, people will tend to seek 
international portfolio diversification to protect against such country risks (Davis 
1996). 

Another country risk concerning workers in recent years is the threat of insol­
vency in the national social security system (Merton et al. 1987). Many government­
run old-age programs in the developed world will become too expensive to sustain 
over the next two to three decades, and in some cases the day of reckoning will arrive 
much sooner (James and Vittas 1996). Employer pensions may be able to offset 
this risk to some extent, for instance by integrating privately-paid benefits with 
government-provided retirement payouts. However workers concerned about the 

10 It is possible to design a DC pension plan that could offer a minimum benefit (cf Bodie 1990). Also 
it is at least imaginable that if investment performance were poor, unionized firms would be induced to 
make additional contributions; in this instance, the employers would undoubtedly place this increased cost 
on the bargaining table in the next round of collective bargaining and seek to extract an appropriate 
concession. 
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long-run benefit levels payable by eroding public programs may also seek other assets 
in which to invest, including foreign assets. 

The final type of risk concerning people seeking to save for retirement is global 
risk, a concern highlighted by the global financial crisis of recent times. Additional 
future global risks include the chance of world-wide climatic change, economic 
depression, war, or far-flung epidemics. Unfortunately little can be done privately to 
protect against the negative financial consequences of such potentially catastrophic 
crises, since even a well-funded pension system invested in a diversified international 
portfolio cannot protect against risks affecting all economies and workers at the same 
time. Some protection can be afforded if risk-averse cohorts spread global shocks 
through time and across generations. This, it has been argued, is one explanation for 
the adoption of the huge unfunded government-sponsored social security system 
around the time of the Great Depression (Pestieau 1995). By promising a defined 
benefit system transferring income from workers to the retired generation, this 
program redistributed some of the pain of the Depression from the then-old to future 
taxpayers (Geanakoplos et al. 1999). 

26.3 WHAT EXPLAINS THE GLOBAL TREND TOWARD DEFINED 
CONTRIBUTION PENSION PLANS? 

Whereas years ago the modal pension in the developed world was of the defined 
benefit variety, today defined contribution plans are becoming more the norm in the 
US, Canada, and some European nations. In addition, much recent pension growth in 
developing countries has also been of the DC variety. In the United States, for 
instance, the fastest-growing plan type is the popular 401(k) vehicle, named after the 
section of the tax code permitting employers to create this type of DC pension as a 
tax-qualified vehicle. As illustrated in Table 2, DB pensions are now fewer in number 
than DC plans in the US, include only about half the total participants, and control 

Table 2 
Private Employer-Sponsored Defined Benefit and Defined Contribution Pensions in 
the United States 

Total DB plans DC plans 

Number of plans: 702,097 12% 87% 
Number of participants: 83.9M 48% 52% 
Assets: $2.3B 54% 46% 
Contributions received: $154M 34% 66% 
Benefits paid: $156M 51% 49% 

Source: Mitchell (l998b). 
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Table 3 
Administrative Costs in Private US Defined Benefit and Defined Contribution 
Pension Plans 

I. Annual Administrative Costs for a Corporate Defined Benefit Pension Plan: 
$850/yr/participant for small plan (15 lives) versus 
$56/yr/participant for large plan (10,000 lives) 

II. The Defined Benefit/Defined Contribution Cost Ratio Has Risen Over Time: 
Year Small Plan (15 lives) Large Plan (10,000 lives) 
1981 142% 91% 
1996 216% 139% 

Source: Mitchell and Scheiber (1998). 
Note: Money management costs are excluded from these computations. 

about half the total asset pooL I I This picture results from impressive growth in the 
DC pension environment over the past several decades. For example, asset holdings 
in both pension types have grown substantially, but the rate of expansion has been 
much faster for DC than for DB plans in the United States. Likewise, the rate of 
growth in DC participants has far exceeded that in DB plans. In many other coun­
tries, the plans growing the fastest have also been in the DC arena, in part due to the 
trend toward privatization of social security about which more will be said below. 

Why have defined contribution pensions grown so quickly in both relative and 
absolute terms in recent years? One explanation is that some employers are reluctant 
to launch new DB pensions because of relatively high and rising expenses. 12 For 
instance, Table 3 shows that DB plans in the US became relatively more costly to 
administer over time than did DC plans, particularly in small firms. The estimated 
per-participant cost for a DB plan is thus measured at $850 per year per employee in 
a small company, 216 times than the DC cost (money management costs are not 
included in this calculation). Scale economies are important, so that a large firm with 
10,000 employees faces a per-participant cost of only about $60 per year, still 139 
times that in a DC plan. Some of the costs are administrative in nature due to record­
keeping requirements, reporting and disclosure to the government, actuarial fees asso­
ciated with funding computations, and the expenses associated with the mandatory 
pension insurance. Clearly cost differentials can explain some of the trend favoring 
defined contribution pensions over time. 13 

Another reason that defined contribution pension have grown is that they are 
appealing to both employers and employees alike. In some instances, DC plans afford 
participants the opportunity to select how much to invest in their pension (up to a 

11 For more discussion of private pensions see Gordon et al. (1997). The figures on private pensions do 
not include public sector pension plans, which have approximately 16 million participants and more than 
$1 trillion in assets; see Mitchell and Carr (1996). 

12 An analysis of administrative costs appears in Mitchell (i998a). 
13 For a full discussion of this question see Gustman et at. (1994). 
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legal limit) and permit participants the chance to manage their own investments within 
the plan. In the US, a 401(k) participant must have a choice of at least three funds to 
choose from (a stock index fund, a bond fund, and usually a money market); addi­
tional options are becoming the norm as money managers offer alliances with fund 
families and a wide range of institutional investors. Employees who invest in such 
plans are often "rewarded" for participation with an employer match for some of their 
contributions, anywhere from 20 to 100%. Since the employer match vests only after 
5 years, this pattern rewards longer-staying employees. The typical sum invested in a 
401 (k) plan currently is currently about 6% of pay, and about half of all offering com­
panies match employee contributions at some level. Participation rates have risen quite 
dramatically in the last decade, with over 75% of all eligible workers contributing 
something to their plans. 

Several policy questions loom large on the pension horizon regarding these DC 
plans, some specific to the 401(k) environment and others to DC plans more gener­
ally. One issue is that pension participants have increasingly been given access to their 
funds prior to retirement, a pattern that will surely erode eventual retirement benefits. 
For instance, 401(k) plans commonly offer loans against pension assets to active 
workers experiencing financial hardship, and lump-sum cash-outs are commonly paid 
to workers leaving the sponsoring firm. Under these circumstances, some participants 
will spend their funds rather than roll the money into another tax-protected pension 
account. 14 An interesting development in the US is that many defined benefit plans are 
now permitting vested workers to take a lump-sum if they leave prior to retirement, 
a development that also elicits consternation in some pension circles. 

A different policy concern is whether enough money is being deposited into DC 
pension accounts during the earning years. It is extraordinarily expensive to fund an 
annuity that pays a reasonable pension annuity for 15-20 retirement years (and 
perhaps even longer, as life expectancies continue to rise). Yet combined employee/ 
employer contribution rates to DC plans are low, around 6% of pay in US 401 (k) plans 
to a limit of less than $10,000 per year. In the UK, traditional company-based DB 
pension plans cost around 15.25% of pay, but a 50-year old worker in a DC plan 
contributes only 9.9% of pay (in the personal pension DC account; Blake 1997). Such 
a low rate of contributions may deeply disappoint participants reaching retirement age 
when the time comes. Of course, many workers who now have DC pensions might 
have had no employment-based pension at all, if the only feasible model were the 
defined benefit plan of the past. And research suggests that 401 (k) plans have added 
to net retirement saving as compared to what it would have been without these pension 
innovations. IS 

A further issue has to do with the way in which pension systems are designed 
and governed, especially those DB pensions created by state and local governments 
to provide retirement benefits to teachers, uniformed officers, and other civil ser-

14 This practice is subject to regulation; for instance in Canada all pension funds that receive tax pref­
erences must be paid out in the form of annuities (or like streams). 

15 A summary of the recent literature appears in Disney (1996). 
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vants. 16 These public plans are managed differently than are their private counterparts 
in the US at least, mainly because corporate pensions must meet fiduciary standards 
codified in the Employee Retirement Income Security Act (ERISA). By contrast 
public plans are subject to less stringent and less uniform regulation. As a result, public 
plan governance has been subject to political pressure influencing funding decisions 
and the choice of actuarial assumptions. In particular, research shows that pension lia­
bility measures respond to local fiscal stress, and investments are frequently subject 
to non-financial criteria. Also political appointees and ex officio board members tend 
to dominate decision-making, frequently with many public pension directors chosen 
to represent the interests of plan participants. Perhaps because of this different gov­
ernance structure, public pension plans often direct their investments toward "in-state" 
projects, a practice associated with diminished rates of investment return. In general, 
though, public sector pensions in the US are relatively well funded, partly because 
their asset allocations have changed dramatically over time: by the mid 1990's over 
40% of public plan assets were held in stock, up from 3% in 1960 (Mitchell and Smith 
1994; Mitchell and Carr, 1997). 

Another area just beginning to engage public interest concerns the payout or decu­
mulation phase ofthe pension system. This has to do with retirement annuities-insur­
ance products that offer protection against the risk that someone could outlive his 
saving. These annuities are of utmost importance for older people considering how to 
draw down their assets over the retirement period. The problem in the US, and in many 
Latin American nations that have privatized their pension system in recent years, is 
that retirees are often allowed to access all or most of their pension assets rather than 
being required to annuitize their benefits. This breakdown in the annuity market may 
produce increasing adverse selection, a development that should be carefully moni­
tored (Mitchell, Poterba, Warshawsky, and Brown 1999). 

Having described how private pension systems have migrated toward the DC 
model in the last decade or two, we also should point to the strong appeal of DC pen­
sions in the public pension arena. 17 Specifically, several Latin American nations have 
followed Chile's 1981 termination of its national underfunded social security system 
and replacement with a privately-managed defined-contribution pension structure. The 
Chilean model operates a system of mandatory DC pensions called AFPs (Asocia­
ciones de Fondos de Pensiones), backstopped by a minimum retirement benefit 
guaranteed by the government. These individual account plans are paid for from a 
mandatory payroll tax set at 10% of pay (an additional 3% is charged for health and 
survivors insurance and administrative costs). 

Key design features of the Chilean and other similar Latin American DC national 
pension schemes are sketched in Table 4. The Chilean AFP system now holds about 
$40B and real returns have been substantial (about 12% real per year) over the last 

16 See Mitchell and Carr (1997); Hsin and Mitchell (1994); and Mitchell and Hsin (l997a and b). 
17 See Barreto and Mitchell (1997), Demirguc-Kunt and Swarz (1996), and Mitchell and Barreto (1997) 

for analysis of global pension privatization patterns. 
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decade and a half. DC pensions are also becoming popular in Europe of late, encour­
aged by the UK's example which permits workers to opt out of both public and 
company pensions by establishing their own personal pensions of the DC variety 
(Holzmann 1997a, b). Eastern European nations are following suit, and this model is 
even being discussed in China. On the other hand, critics of the DC movement point 
out several inefficiencies in these new plans. For example, obtaining the pension con­
tributions is costly in Chile, as are administrative costs associated with having over 
several thousand agents inducing plan participants to switch funds every year. In addi­
tion, money managers in these DC plans have typically not been able to diversify their 
holdings internationally, raising questions about the system's vulnerability to domes­
tic market shocks. Here and in other nations adopting the DC structure, critics have 
also worried that government guarantees of minimum retirement benefits may end up 
being quite expensive (Pennacchi 1999). 

26.4 WHAT OTHER FACTORS INFLUENCE THE MARKET 
FOR PENSIONS? 

Thus far we have emphasized how pensions protect the employee against one set of 
risks while exposing him to others. In this section we note other factors driving the 
demand for and supply of pensions, including the economic and regulatory environ­
ment in which the plans are operating. 18 

26.4.1 The Demand for and Supply of Pensions 

Above we argued that the main reason that employees demand pensions is that they 
help them pool the risks associated with not saving enough for retirement and out­
living their assets in old age. The life cycle saving model recognizes that employment­
based pensions are one leg of the so-called "three legged stool" supporting retirement, 
with the other two legs consisting of government pensions (e.g., social security), and 
private or individual support (e.g., personal assets, family transfers). 19 Pensions in fact 
are quite important in protecting retiree wellbeing, as demonstrated in the Health and 
Retirement Study (HRS), a nationally representative sample of older Americans age 
51-61 in 1992.20 Here the median older household has about one-fifth of its retire­
ment assets in a company pension, two-fifths of its wealth in expected social security 
payments, and the rest in housing wealth and financial assets. Unfortunately for many 
this is simply not enough: though the median household has about US$325,OOO in 

18 Further discussion of the factors influencing the demand for and supply of pensions appears in 
Mitchell (1998a); Gustman et a!. (1994); and Quinn et a!. (1990). 

19 This discussion draws on Mitchell (I 998b ). 
20 The Health and Retirement Study (HRS), covering people age 51--<i1 and their spouses of any age, 

first surveyed in 1992 and reinterviewed every two years thereafter (see www.umich.edul-hrswww/) 
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Table 5 
Wealth by Decile of Older US Households 

Wealth Decile Current Wealth Projected Wealth Projected Wealth 
at Age 62 at Age 65 

I $ 39,470 $ 43,804 $ 49,031 
2 97,452 109,578 121,123 
3 156,288 182,494 202,946 
4 219,797 256,636 283,184 
5 287,692 338,153 372,701 
6 364,802 429,253 471,308 
7 459,858 543,397 595,408 
8 590,079 699,681 763,756 
9 804,934 944,894 1,030,054 

10 1,764,414 2,117,052 2,362,963 

Mean $478,313 $566,431 $625,066 
- Housing 65,940 76,410 80,507 
- Financial 175,974 205,653 228,133 
- Soc. Security 119,793 128,712 142,018 
- Pension 116,606 155,656 174,408 

Median 10% $325,157 $382,678 $420,537 
- Housing 59,746 71,097 75,047 
- Financial 66,530 71,004 71,175 
- Soc. Security 133,606 143,864 160,824 
- Pension 65,275 96,713 113,491 

Source: Moore and Mitchell (2000). 

total assets, a sum projected to grow to $380,000 by age 62, this is inadequate to 
produce a smooth consumption into retirement. Rather, an additional 16% of annual 
income would have to be saved per year above and beyond normal asset appreciation, 
in order to preclude consumption shortfalls after retirement (Table 5). 

There remains the puzzling question of why people fail to save more for 
retirement-and particularly in their pensions-since in most countries, tax law favors 
pensions in the retirement saving portfolio. That is, a middle or upper-income earner 
can reduce his lifetime tax bill substantially by accumulating compensation in a 
tax-deferred pension account. The size of the pension tax subsidy can be quite 
substantial-on the order of 15% of lifetime tax in the US, for instance (Ippolito 
1986). There is controversy, however, about the how strongly pension saving patterns 
respond to these subsidies, with estimated tax price elasticities ranging from -0.8 to 
-0.3 (Gustman et a1. 1994). More critically, there is as yet no empirical study 
unraveling how pension tax deferrals affect lifetime pension saving, substitution 
between pension and other saving, and total lifetime retirement accumulation and 
decumulation patterns. 
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One probable explanation for why people save less than they should in their pen­
sions is financial illiteracy. Many Americans have no understanding of simple com­
pound interest, and cannot explain the risk-return tradeoff (Bernheim 1998). Recent 
discussions of "mis-selling" of personal pensions in the UK indicate that ill-informed 
workers in that nation had a difficult time determining which pension options are best 
(Blake and Orszag 1997). Corporate human resource and personnel managers are 
often loath to offer investment advice since they may be held liable for poor invest­
ment outcomes. And financial professionals are also in frequent disagreement, giving 
wildly different prescriptions to workers seeking investment advice; further they tend 
to overlook or ignore important differences in peoples' human capital and other assets, 
when giving investment advice.21 

Another explanation for why workers save less than they should in their pensions 
is that a pension plan is subject to agency problems under a variety of circumstances 
(Bodie 1990). For instance, an employer providing workers with a deferred match in 
the company 401(k) plan can structure the pension to attract and retain people with 
a low discount rate, which in effect pays desirable low-turnover employees more than 
those who quit.22 Knowing this, workers would decide how much and whether to par­
ticipate in the plan after weighing the pension tax deferral against the chance of fore­
going the accrual when leaving the firm. A different way in which employers use 
pensions as a personnel device is to backload the DB benefit formula. This has the 
effect of deferring most of the pension accrual until late in the worker's career, thus 
inducing him not to quit until the "right" age, and then retire after that. 23 However 
increased workforce mobility means that fewer employees expect to remain with any 
one firm over their entire worklives, eroding the appeal of a defined benefit promise 
rather seriously. 

A different type of agency problem pertains particularly to the DB context, where 
modern corporate managers have increasingly seen the DB pension as component of 
the sponsoring company's extended balance sheet, rather than as a trust operated inde­
pendently. This integrated perspective suggests that pension funding and asset allo­
cation decisions will be evaluated insofar as they improve the firm's overall corporate 
financial picture, rather than just the workers' retirement income security (Bulow 
1982; Bodie 1992). One question hotly contested in the literature is whether stock­
holders' interests have come to outweigh employees' interests, particularly in the deci­
sion to terminate an overfunded pension. For instance, during the latter half of the 
1980's, some 2.3 American workers in about 2,000 plans found their defined benefit 
pensions terminated; this action produced approximately $20 billion dollars in pension 

21 For a review of various investment advisers' suggestions see Mitchell and Moore (1999). 
22 A discussion of how pensions are used to attract, retain, and then retire workers appears in Ippolito 

(1997) and Kotlikoff and Wise (1987). Luzadis and Mitchell (1991) show how pensions are adapted by 
firms to offset government prohibition of mandatory retirement. 

23 See Lazear (1979 and 1983); a substantial body of literature surveyed in Hutchens (1989) and more 
recently by Lumsdaine (1997) confirms the importance of these patterns in practice. 
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reversions to corporate management (Gustman et al. 1994). Nevertheless, only a tiny 
fraction of the pension assets that could have been attached by managers was in fact 
taken, and event studies show that company share prices are not sensitive to termina­
tion of an overfunded pension (Alderson and Vanderhei 1991; Petersen 1992). 

26.4.2 The Role of the Economic and Regulatory Environment 

Pensions in many countries are mandated, while in others they are offered voluntar­
ily when both the employer and employee desire the financial services of a pension 
plan. In the US, for example, providing a company pension is not mandatory, though 
as many of half of all workers in the private sector are expected to retire with a 
company-sponsored pension. Not only is the decision to supply a pension plan vol­
untary; so too is the choice over plan type and the level of benefits or contributions 
is up to the employer and sometimes the union as well, in the case of a multi-employer 
plan. Nevertheless, in every country the entity that issues a pension promise is typi­
cally subject to extensive government legislation and oversight. The general goal of 
these efforts is to ensure that contributions are made in a regular manner, and that 
promised benefits are delivered. For example, in the US, the ERISA law requires a 
corporate DB pension to fund retirees' promised life annuities by setting aside enough 
to cover accruing future liabilities, and it insures bankrupt plan sponsors in the event 
of an underfunded termination. 

Related to this point is the powerful influence of the tax environment as it favors­
or penalizes-pension saving. As noted earlier, US research on tax preferences 
afforded Individual Retirement Accounts (IRA's) and 401(k) plans indicates that 
workers are somewhat sensitive to pension saving incentives. Confirming this con­
clusion is evidence from Australia: when tax preferences for pension contributions 
and pension earnings were drastically reduced, pension saving declined (and tax­
protected life annuity purchases soared; Edey and Simon 1996). Unfortunately, while 
we know that tax policy matters, it is rarely simple to determine how it works. For 
instance, investing a marginal dollar in a pension plan, versus one's house, a tax-free 
municipal bond, or an insurance annuity, can have quite different tax consequences 
given today's tax schedule, assuming one remains alive. An entirely different payout 
menu would apply if the asset passed into an estate at death. Furthermore tax rates 
and coverage change frequently through time, making it extraordinarily difficult to 
forecast future payout patterns sensibly. So other than concluding that "taxes matter", 
how they matter deserves a great more detail in future work. 

It is also clear that both mandatory and voluntary pensions are predicated on 
having a strong financial system (Mitchell 1997b). For example, the Latin nations with 
a mandatory pension have discovered that a reliable banking system is needed to 
ensure that collections are handled promptly and efficiently. A well-developed market 
for government bonds is also instrumental when instituting a funded pension system, 
so that the promised benefits can be delivered with some degree of certainty. Whether 
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having a domestic stock market is central to a pension system is the subject of some 
debate, though experts generally agree that investors of all kinds (including pension 
savers) do better when there is better information about asset risk and return charac­
teristics. Hence a country seeking to build a strong pension system would find that 
it is useful to adopt, and enforce, internationally-accepted accounting and rating 
standards. 

A final institution that pensions lean on heavily is the insurance industry (Mitchell 
1997b). Since pensions' main function is to help insure against outliving one's assets, 
it is imperative to have a well-functioning insurance market that can accurately price 
and manage such risk. In developed nations this is a challenge-particularly as life 
expectancies rise-but it is even more difficult in developing countries where mor­
tality and morbidity data are unavailable and unreliable. Often, too, the insurance busi­
ness is held as a government monopoly or is poorly regulated when competition is 
permitted. In addition insurers tend to be prohibited from investing in anything but 
domestic assets, leaving them vulnerable to inflation and other country risks. As a 
result, insurance company mismanagement and bankruptcies undermine workers' 
belief in pensions. For this reason, creating and maintaining a strong insurance indus­
try is critical for a believable retirement system. 

26.5 HOW CAN PENSION PERFORMANCE BE JUDGED? 

Today's workers-tomorrow's retirees--clearly expect pensions to playa central role 
in their retirement wellbeing. Whether reality will meet expectations depends in large 
part on how well the pension plans are managed. In this section we take up the ques­
tion of how to judge pension performance, and outline the most important factors 
enhancing pension performance along with those that most deeply threaten pension 
plans' ability to deliver retirement income. 

A pension system has one main objective-namely, to generate ample and 
reliable retirement payouts for retirees-but there are four ancillary functions that 
contribute to that ultimate goal. These interim goals are to collect contributions, 
manage the funds, handle recordkeeping, and pay benefits.24 Looking across pension 
systems, there is much variation in the efficiency with which the four functions are 
carried out. 

Focusing first on the fund collection step, a determinant of pension contributions 
has to do with how efficiently these contributions are gathered by the firm or by the 
government, depending on the extant pension structure. In Mexico, for instance, 
employers must deposit workers' mandated contributions at a central financial clear­
ing house no more than seven days after the funds are withheld. This approach, which 
relies on the central tax authority to collect the funds, is anticipated to be less costly 

24 This discussion draws on Mitchell and Sunden (1994). 
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than the Chilean system where thousands of individual tax agents are deployed 
monthly to gather the funds from individual workers. Unfortunately, efficiency in col­
lecting the funds has not yet been the focus of much detailed analysis, but it is clear 
that the more such costs are constrained, the more retirement saving will be gener­
ated (Mitchell 1 997a). In addition, more efficient collection is likely to increase 
pension participation and reduce evasion, particularly in public pension plans (Man­
chester 1998). Of course, when pension/social security payroll taxes are high and 
loosely linked with eventual benefits, the lower the incentive to report earnings and 
remain in the "formal" sector. 

An area that pension experts have written more widely on pertains to investment 
performance in pension assets. Of course, if a pension scheme is unfunded, the goal 
of money management tends to simply be to ensure that there are few leakages of 
cash between the collection of contributions and the payment of benefits. This is not 
a trivial job, of course, since it requires careful record-keeping and accountability­
management techniques that are often in short supply. By contrast, when a pension 
system has assets to invest, the money management task becomes much more criti­
cal, requiring that investment decisions be made over time. Pension systems around 
the world have reported widely divergent investment experiences in recent years; the 
World Bank's survey of global pension systems concluded that privately-managed 
funds had positive returns but public funds reported substantially negative real returns 
during the 1980's (James and Vittas 1996). 

A pension fiduciary, the person or institution charged with managing a pension 
plan, is generally obligated to make investment decisions in such a way as to balance 
risk and return while meeting liquidity requirements. In practice however, there 
are wide differences in how this obligation is translated to practice. In the US, for 
example, ERISA regulations requires a corporate defined benefit pension manager to 
invest according to the so-called "prudent man rule", keeping prominent the pension 
participant's best interests (Logue and Rader 1997). A similar rule regulates many 
public sector pension managers as well (Mitchell and Carr 1997). This requires the 
DB plan manager to meet investment performance criteria similar to those followed 
by other pension investors, balancing risk/return criteria set by his pension Board. 

Though ERISA was legislated almost twenty-five years ago, interpreting the 
prudent man rule remains controversial today-particularly since trustees are held 
personally liable for investments determined to be in conflict with the principle. In 
practice this debate translates into analysis of the most appropriate benchmarks for 
evaluating investment performance in a defined benefit environment. Those who argue 
for efficient capital markets suggest that pension money managers should not try to 
beat the market, but rather should invest passively with indexed portfolios and low 
levels of annual turnover. Opponents point out that research and analysis pays off for 
less liquid holdings such as real estate and global investment opportunities. In any 
event, defined benefit plans have substantially altered their investment holdings over 
time: equity investments have grown from 45% of the portfolio to 57%, and bonds 
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Table 6 
Asset Breakdown by Plan Type: US Private Defined Benefit and Defined 
Contribution Pensions 

Asset Category 

Equity 
Bonds 
Other 

Source: Mitchell (I 998b ). 

Def. Benefit 

1983 

45% 
27 
28 

Def. Contribution 

1996 1983 

57% 27% 
33 22 
IO 51 

1996 

60% 
30 
IO 

grew from 27 to 33% (cash and real estate fractions diminished; see Table 6). Inter­
est in international holdings has also grown in the last half-dozen years, with non-US 
stock now at around 10% of the private plan portfolio. 

Not only are pension fiduciaries concerned about investment performance in DB 
plans-increasingly DC sponsors and participants are also asking questions about 
money management expenses so as to be able to assess net rather than gross return 
performance. Of course, in a DC pension, participants select their own asset mix from 
among the investment options provided by the employer. This worries policymakers, 
however, since workers who may be financially illiterate must make individual invest­
ment choices regarding their own pension holdings. In the US for instance, many 
Americans rely on unsophisticated sources for financial advice (friends and relatives) 
and lack a basic understanding of stock-market risk, bond prices and returns, and 
simple compound interest (Bernheim 1998). More recently, however, defined contri­
bution participants have begun to alter their asset allocations substantially over the 
last decade, moving increasingly into equities and away from guaranteed insurance 
contracts. This is particularly true of younger workers who invest 70-80% of their 
401(k) portfolios in equities, a strategy in keeping with advice often offered by 
financial planners (Mitchell and Moore 1999). Also employers offering defined con­
tribution pensions have found that offering their workers educational courses regard­
ing financial preparedness for retirement raises the likelihood that workers will join 
in the plan, and may influence their asset allocation decisions (Mitchell and Scheiber, 
1998). This in turn raises another concern, however, since parties offering financial 
advice in the US can be subject to legal suits should the investments turn sour. An 
important case on this point is currently wending its way through the court system, 
where 401(k) participants allege that their employer, a major computer systems man­
ufacturer, offered an investment option that later proved to be worth less than antici­
pated. This case challenges many corporations' assumptions that giving workers 
investment options freed the sponsor from capital market risk in a defined contribu­
tion pension. 
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Table 7 
Mutual Fund Expense Ratios by Fund Type 
(Funds with assets> given levels) 

Type of Fund Dollar Wt'd Average Expense Ratio 

Equity Index (A > $100M) 
Money Market (A > $IB) 
Fixed Income (A > $IB) 
Growth (A > $500M) 
Growth & Income (A > $SOOM) 
Balanced (A > $250M) 
Global (A > $250M) 

Source: Mitchell (1998). 

Average (%) 

0.324 
0.613 
0.876 
1.043 
0.834 
0.895 
1.250 

Lowest 
Quartile (%) 

0.150 
0.150 
0.280 
0.500 
0.390 
0.350 
0.840 

Expense ratio is % of assets devoted to fund administrative expenses annually. 

Table 8 
College Retirement Equity Fund (CREF) Administrative Expenses 

Type of Fund Total Investment Administrative 
Expenses Advisory Fees Expenses 
(%) (%) (%) 

Equity Index 0.32 0.08 0.21 
Stock Account 0.34 0.10 0.21 
Growth 0.42 0.18 0.21 
Global equities 0.41 0.17 0.21 
Social choice 0.33 0.09 0.21 
Money market 0.29 0.05 0.21 
Bond market 0.30 0.06 0.21 

Source: Mitchell (1998). 
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Highest 
Quartile (%) 

1.640 
1.000 
2.000 
2.460 
1.840 
1.910 
1.380 

Distribution 
Expenses 
(%) 

0.03 
0.03 
0.03 
0.03 
0.03 
0.03 
0.03 

Employer liability is limited to the selection and offering of diverse investment 
options, but that in turn raises the question of which funds should be offered and 
whether cost should be a criterion in the fund selection. Administrative costs vary 
widely across funds, as illustrated in Table 7; one of the lowest-cost funds is depicted 
in Table 8 which shows the pattern of charges of the largest US defined contribution 
pension, the College Retirement Equity Fund (CREF). Money management expenses 

in many other countries are substantially higher though some offer fewer services 
(Mitchell 1998). Related to the topic of pension plan performance is the issue of plan 
efficiency, a topic but little studied to date. Public sector pension plans appear to 
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operate at only 65% of potential efficiency, mainly because of the many small funds 
that fail to take advantage of scale economies.25 

The third function of a pension plan is recordkeeping, a necessary if seemingly 
mundane area that concerns both DC and DB participants alike. In the DB environ­
ment, it is essential to track contributions by year as well as the participants' age, years 
of service, and employment status, since usually these affect the worker's coverage 
status and eventual benefit eligibility and payment amount. Without a credible record­
keeping system, workers may avoid paying pension contributions and/or defraud the 
system at the point of filing for benefits. Indeed pension fraud is a serious problem 
in developing countries lacking a good personnel management system, and national 
computerization has been an inevitable element of the move toward social security 
privatization. Many governments have also established investment restrictions and rate 
of return standards, so here too, new forms of recordkeeping are needed. Perhaps one 
of the most positive aspects of this process has been the development of interest in 
internationally accepted accounting and actuarial standards, making it necessary to 
mark assets to market and calculate DB pension liabilities in readily understandable 
ways. 

The ultimate objective of a pension system is, of course, the payment of benefits, 
and benefit payout performance has several aspects. One area to be monitored is 
how quickly and accurately the pension system establishes beneficiary eligibility 
and payments, while at the same time controlling fraud. Several European nations 
have permitted large numbers of beneficiaries to file for early retirement via disability 
pensions, a practice that is now being seen as an expensive way to subsidize unem­
ployment. Another issue with regard to benefit payout is whether the system has 
accurately predicted actuarial risks, and provided for these in a cost-effective 
manner. Many developing countries lack adequate mortality and morbidity data, 
making it extremely difficult to predict life expectancy and disability claims patterns. 
Benefit payout performance also involves the pension system's ability to continue 
preserving real benefit value into the future, and to do so while withstanding shocks 
(e.g., inflation, unemployment). Finally, pension systems are often judged accord­
ing to equity standards-guaranteeing some minimum consumption level, ensuring 
at least a proportion of active workers' pay, paying each cohort relatively similar 
benefits, etc. 

26.6 LOOKING AHEAD 

This is a time of substantial change and opportunity in the global pension arena. New 
types of retirement systems are springing up to meet emerging economic and demo­
graphic challenges; many of these will enhance retirement security for the future. In 

25 Evidence on this point appears in Hsin and Mitchell (1994), and Mitchell and Hsin (1997 a and b). 
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our view, three factors will exert a potent influence on future retirement wealth accu­
mulation and decumulation patterns. First, it seems likely that growth in defined con­
tribution plans will continue, away from defined benefit pensions. This will make 
pension portability easier, but it will also place more responsibility on workers' 
shoulders-instead of their employers' and the government's-for retirement saving. 
Second, there will be increasing attention to expenses associated with pension plan 
activities and services, with an eye to implementing cost-cutting and efficiency mea­
sures. This will place new cost and performance pressure on the investment commu­
nity, pension trustees, government and private pension managers, along with other 
stakeholders in the pension arena. Third, additional reforms will be required to bring 
government social security programs into solvency. These reforms will doubtless 
include paring down regular retirement benefits, raising the retirement age, limiting 
access to disability benefits, and increasing taxes. Each of these developments implies 
that individuals and their families will have to learn to save more, if they are to meet 
retirement consumption targets. 26 

The global move to defined contribution pensions offers much promise and some 
risk. The most important beneficial effect ofthe mandatory defined contribution model 
is that it reduces workers and retirees' exposure to political risk (Mitchell and Zeldes 
1996). Many young people today do not believe they will receive benefits from their 
soon-to-be insolvent government-run defined benefit programs. As a result, this un­
certainty threatens the system's security, compounding the uncertainty. A funded DC 
approach, by contrast, reduces government's need to periodically change social secu­
rity benefits and taxes in response to solvency pressures. Of course, other factors must 
also be attended to when evaluating the global trend toward defined contribution plans. 
DB pensions can pool many different risks ranging from income loss due to disabil­
ity and economic insecurity due to longevity. Nevertheless some of these risks are 
also covered by the mandatory national DC plans adopted in Latin America, Eastern 
Europe, and elsewhere. While DC plans in many cases remain exposed to country risk 
and global shocks, the defined contribution pension model is a popular choice for 
workers of the new millenium. 
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Abstract 
This survey reviews the micro-economic foundations of the analysis of life insurance 
markets. The first part outlines a simple theory of insurance needs based on the 
life-cycle hypothesis. The second part builds on contract theory to expose the main 
issues in life insurance design within a unified framework. We investigate how much 
flexibility is desirable. Flexibility is needed to accommodate changing tastes and 
objectives, but it also gives way to opportunistic behaviors from the part of the 
insurers and the insured. Many typical features of actual life insurance contracts 
can be considered the equilibrium outcome of this trade-off. 

Keywords: Life insurance, life cycle, flexibility, insurance contracts. 
JEL Classification Numbers: 022, D91, D82. 

27.1 INTRODUCTION 

Life insurance serves to guarantee a periodic revenue or a capital to dependents 
of the policyholder (the spouse, or the children, sometimes the parents or any other 
person) in case of his death, or to himself, in case he survives. Life insurance eco­
nomics is undoubtedly a question of applied theory and most useful ideas originated 
in other fields: savings theory or contract theory flourished well before their interests 
for insurance were perceived. Rather than trying to be complete and fair with respect 
to the valuable studies in saving theory, contract theory, the economics of the family, 
and standard insurance theory, we cite essentially papers that have reinterpreted these 
ideas and applied them to life insurance particularities. We will not always follow this 
line, especially when certain such transfers have not yet been effected. This survey 
will therefore give a personal view of the state of the art and will suggest certain 
extensions that remain to be formalized. 

We start by providing in section 27.2.1 a description of insurance supply or insur­
ance possibilities. The theory of contingent claims has improved the understanding 

* Many thanks to Helmuth Cremer, Georges Dionne, Jeff Myron and the anonymous referees. All errors 
and imprecisions are my responsibility. 



902 Handbook of Insurance 

of life insurance contracts as bundles of elementary assets whose costs for the insurer 
are rather easy to measure. With this actuarial view, we come up with a production 
set which will serve as a basis for further investigation. 

We want to build a consistent theory of life insurance needs. Needs are deter­
mined of course by the policyholder's tastes and the stage of the life-cycle that is con­
sidered, but also by his economic conditions, the structure of his family, etc. In section 
27.2.2, we discuss the factors affecting the portfolio choice between ordinary savings, 
life insurance, and life annuities in an ideal financial environment. We give some indi­
cations on the so-called bequest motive, which is often a blackbox in insurance and 
saving models. This section being more formalized than the others, the reader may 
want to skip certain technicalities. 

In the last part (section 27.3), this survey provides ultimately a basis for a theory 
of life insurance contracts. Markets do not work as perfectly as suggested by the 
theoretical benchmark described in the first two sections. In practice the contracts 
offered to the consumers are limited to a few typical structures; explaining these fea­
tures and the stability of this selection is the role assigned to the economic theory of 
insurance. The main limitations to the implementation of first-best contracts are the 
parties' inability to commit, asymmetric information before signing, and asymmetric 
information emerging during the life of the contract. The existence of options (exten­
sion of coverage, renewability, surrender values, etc.) needs a particular and thorough 
treatment. In any case, an understanding of each party's objective is an imperative 
condition for characterizing incentive compatible contracts:. indeed, the actuaries must 
be aware of self-selection effects (i.e., actuarial non-neutrality) in choices between the 
offered options. We have to clarify and model under which circumstances they would 
be exercised. 

Starting from the fact that life insurance contracts are incomplete, we propose in 
section 27.3.1 some clarification of the reasons for the existence of options in con­
tracts. This latter fact appears to be linked to renegotiation possibilities that kill inter­
temporal insurance to some extent, and to the fact that essential information (shocks 
in tastes to be short) may not be observable by both parties, which explains why a 
degree of discretion at some points is desirable. 

Section 27.3.2 discusses the importance of adverse selection (and moral hazard) 
in life insurance markets. These markets are interesting in two respects: the first is 
that there exist relatively close substitutes to life insurance, which is only part of a 
balanced saving portfolio; the second is that it is almost impossible to ensure exclu­
sivity, policyholders being typically able to secretly hold as many contracts as they 
want. The model,ing of markets and the power of public regulation are deeply affected 
by these particularities. 

The conclusion in section 27.4 gives a series of modest reflections on the value 
of theory for designing life insurance contracts. 

Two important limitations of this study must be mentioned. The first one concerns 
the literature on investment policy, a topic that has not been related to well-structured 
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insurance demand models. Some intuition on the effect of financial uncertainty on 
saving strategies (precautionary saving, risk premia on securities, structure of the port­
folio, etc.) may be found in several other contributions to this handbook. Though 
strictly speaking, our study cannot be orthogonal to these concerns, we think that a 
complete model of the effects of risk to life has to be built first in a simpler framework. 

The second limitation concerns the effect of taxes on insurance demand. At first 
sight, taxes simply distort prices of the contingent claims that insurance contracts 
bundle. This simple picture is rarely valid. In general, the tax system gathers non­

linear benefits and penalties. Insurance supply is also affected by the efforts of 
actuaries to find and sell fiscal niches. Moreover, a serious analysis of taxes on life 
insurance would require a clear notion of the aim of the public authority. This last 
requirement is the most disappointing. A mere description of actual practices is 
definitely not within the scope of this survey. 

27.2 POSSIBILITIES AND NEEDS IN LIFE INSURANCE 

27.2.1 Life Insurance Possibilities 

The purpose of this section is to present a simple description of the technical and 
financial constraints that are imposed on life insurance contracts. Though we acknowl­
edge that probabilities are tightly connected to statistical observations, probabilities 
are seen in the sequel primarily as a measure of information, notably because this 
modem view will enable us to explore the evolution of information over time. The 
minimal requirement is that insurance contracts must be measurable, at each date, 
with respect to the available information. This preliminary remark makes sense for 
three reasons. 

The first reason is that in financial markets, there is an almost continuous flow of 
information and the funds invested by the insurance company are managed so as to 
accommodate with maximal foresight the movements of the rates of return of the 
various possible assets. This aspect of insurance contracts is particularly worthy of 
mention for long term arrangements where benefits are typically somehow linked to 
financial performance. 

The second reason is that time allows for some learning of policyholders' abili­
ties and preferences. Often for the best: the contract will take into account essential 
changes in the policyholder's objective. But, even in the case of symmetric evolution 
of knowledge, if commitments on both parts are not total, the contractual relationship 
may be disrupted in certain contingencies, e.g., if the policyholder proves too risky. 
Though legal restrictions moderate this threat, there exists serious obstacles to the 
sustainability of most desirable long term contracts. 

The third reason that makes a powerful information structure indispensable is that 
in the standard modelling, informational asymmetries are not due to someone being 
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wrong, but rather on different precisions in the information possessed by the parties. 
Modeling how parties interpret each other's actions requires a well-suited formal 
setting. For example, a question that can be addressed with this methodology is the 
effect of prohibiting the use for contract design of certain pieces of information (anti­
discriminatory laws) in spite of their objective relevance. 

The Production Set 

Actuarial Approach. A life insurance contract is a financial agreement between an 
insurer and a policyholder, signed at a date to, specifying monetary transfers at certain 
dates {to + d, ... , to + d + m} where d is a delay and m the maximal duration (0 ~ 
d < +00 and 0 ~ m). We work with discrete time throughout the paper. The flows either 
go from the policyholder to the insurer or the other way around. We denote by p;(s) 
a payment at date t from the insurer to beneficiary i (i = I ... n), conditionally upon 
the arrival of state of the world s E I, where I, is the information set at date t (an 
element of I, contains all the available information, and {I,},~,o is a filtration to capture 
the fact that information is more and more accurate). A negative p:(s) is interpreted 
as a "premium" or contribution, a positive p:(s) as an "indemnity" or benefit. 

The two substantial elements in this definition are that payments are contingent 
on a potentially very rich algebra of events, and that they are assigned to named 
persons (the beneficiaries). 

In practice, payments contingent upon survival or death can be explicitly specified 
quite simply in contracts, nevertheless, all contingencies are not listed in details, or 
are used in a crude manner: for example, financial performance is often utilized under 
the form of some simple sharing rule. 

Non-anonymity is the major difference with purely financial assets. For obvious 
moral hazard reasons, there is a legal prohibition on betting on other people's lives. 
This is not a neutral limitation: if, for example, your income is highly dependent on 
the survival of your associate, you cannot hedge against that eventuality without his 
agreement. In other words he has to agree to purchase life insurance with you as 
beneficiary, possibly in exchange of some compensation. 

The production set is defined by the following standard economic principle: 
expected profits must be positive. Formally: 

(1) 

where a,(s) represents the cost (at date to) of one unit at date t in state s. In an economy 
with complete markets, the a,(s) represent the prices of the Arrow-Debreu assets; 
otherwise, they represent marginal value for shareholders and may contain the shadow 
cost ofliquidity constraints or reserve regulation. In any case, discount factors (inter-
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est rates, probabilities, risk premia, etc.) are embodied in the at(s). To simplify, It can 
be structured as Ft x Mt, where Ft represents states of financial markets and Mt is a list 
of indicators of who is alive and who is dead. If one assumes that mortality is inde­
pendent of interest rates, then for all f, f' E F t and for all m, m' E M t : Pr{!lm} = 
PrUlm'} and Pr{mlf} = Pr{mlf'}. We can write for all s = (f, m): a,(s) = <M!)' f.l,(m). 

The aim of this last factorization is to show that insurers' technical ability, sum­
marized by the a,(s), comes from two independent expertises: actuarial estimates $" 
and asset management f.lt; these two dimensions are of course complementary for 
assessing the global performance of a given insurer. The reader should retain for the 
moment that (essentially) the technical dimension of insurance boils down to a single 
constraint. The determination of the optimal contracts under this constraint requires 
of course also a good understanding of policyholders tastes. 

To illustrate the non-triviality of the actuarial dimension, one should keep in mind 
that life expectancy has increased steadily in developed countries during the last fifty 
years. Insurers have to extrapolate somehow the past trend when using mortality 
tables, since actual mortality tables are not applicable directly to younger customers. 
Mullin and Philipson (1997) developed methods to estimate the mortality rates 
implicit in competitive prices of life insurance policies, in other words, the anticipa­
tion of the market on the evolution of longevity for the current generations. They 
claimed that the increase of longevity is expected (by insurers) to follow at least the 
same pace as observed recently. 

Incentive Compatibility. In principle, in a world of symmetric verifiable informa­
tion and full rationality, decisions nodes are useless in contracts since the optimal plan 
was completely specified ex ante and continuations are mechanically determined by 
the observation of the state of the world. Leaving aside for methodological reasons 
bounded rationality problems, there are two essential assumptions behind this view 
of contracts. The first is that parties are committed to the complete implementation 
of the contract. The second is that no information relevant to the optimal continua­
tion can emerge asymmetrically during the life of the contract (not to speak of 
asymmetries at the time the contract is signed). 

Under a more realistic view, it may be optimal, under identified informational 
constraints, to leave the policyholder choose an option at certain dates, his choice 
being determined by his current interest. 

Accordingly, we have to add decisions by agents in the definition of the states. 
Typically, insurance policies contain renewal options, without medical examination, 
for a limited number of additional periods; they also specify surrender values, that is, 
the money the policyholder can get if he dismisses the contract. Another common 
option, though not always seen as such, is due to the legal requirement that if the 
insured stops paying his contributions, the insurance company can only reduce the 
benefits in proportion to the missing contributions, the contract being totally kept in 
force. 
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The difficulty now is that it becomes indispensable to ensure consistency of 
the contracts in the sense that probabilities put on the decision tree have to be com­
patible with actual behavior of the party taking decisions. Now we are leaving the 
comfortable realm of purely statistical evaluation of contracts: technical ability cannot 
be disentangled from the ability to understand behavior. The exact nature of the 
restrictions imposed by incentive compatibility will be explored in the third part of 
this survey. 

Taxes. We will not deal with the important question of tax rules applied to life 
insurance. However, the reader must keep in mind that these rules are an important 
determinant of life insurance yields. We just mention the fact that the tax system 
in this matter is often intended to give incentives to financing old-age incomes 
(typically, contributions are deductible from the taxable income), while trying to 
ensure that they are not used for other purposes (by putting penalties on "premature" 
withdrawals ). 

Our choice is to give an extensive pure theory of life insurance, i.e., to offer a 
theory of needs in life insurance, a theory of production, and a theory of the impact 
of asymmetric information. Though in practice, taxes do not have a marginal effects 
in life insurance (it is even often stated that most of life insurance demand is tax­
driven), we think that taxes are of secondary importance for understanding life 
insurance. Once the theory is clear, the effect of taxes becomes a relatively easy 
problem, conceptually at least. 

It should be mentioned in passing that the rational foundations of the fiscal 
doctrine in life insurance has not been seriously studied by public economists. 

Typical Life Insurance Contracts 
We give indications of the principal characteristics encountered in practice. Basically, 
life insurance contracts serve to guarantee a revenue to dependents of the policyholder 
(the spouse, or the children, sometimes the parents or any other person) in case of his 
death, or to himself, in case he survives. The benefits may depend on who is alive in 
the household in a potentially sophisticated way. 

In the following, we shall insist on survival/death of the policyholder and 
beneficiaries in the definition of a state of the world. Depending on how these states 
are utilized, we can outline the broad categories of insurance contracts. Here we follow 
(approximately) the classification and definitions proposed by Huebner and Black 
(1976). 

Life Insurance. A term policy in life insurance is a contract that furnishes life insur­
ance protection for a limited number of years (m is typically 5-20 years), payments 
to beneficiaries being effected only if death occurs during the stipulated term, and 
nothing being paid in case of survival. Instead of specifying a duration of coverage, 
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whole-life insurance contracts provide payment in case of death to the beneficiary 
whenever it happens (m = +00 ... ). 

Life Annuities. A life annuity may be defined as a periodic payment made during 
the duration of a designated life. A life annuity may be either whole or temporary 
(the payments contingent upon survival being then terminated after a fixed period). 
Typically, pensions are annuities. 

Endowment Insurance. Endowment insurance provides the payment of the face 
value of the policy upon the death of the insured during the fixed term of years, and 
also the payment of the full face value at the end of the term if the insured is living. 
We recognize a sort of mix of term life insurance (the first part) and a term (with a 
single payment) annuity. 

Miscellany. Contracts where benefits in case of death of the insured are annuities for 
the beneficiary are common: pension benefits for widows, minimum income until 
adulthood or until a child's college graduation, settlement for a handicapped child. I 
Disability insurance can be linked to life insurance for the reason that the breadwin­
ner needs in fact coverage against permanent income losses, not against death per se.2 

In practice, contracts have a finite duration since they are conditioned upon a finite 
number of lives. There may be a delay (d > 0) between the signature of the contract 
and the first transfer. 

Indices and Rates of Return 
Market conditions and macroeconomic factors playa role in the evolution of contri­
butions and benefits over time. Using a correction for (anticipated or random) inflation 
is a way of securing stable purchasing power for, e.g., a life annuity. The beneficiary 
may prefer a variable payment, adjusted for the financial performances of his fund, 
notably if he is relatively little risk averse so as to prefer to bear some residual risk 
in exchange for a share of possible high gains in financial markets; he may prefer a 
less risky (but less profitable on average) agreement. These sorts of arrangements are 
known as variable payments. What index is used, and how payments are index-linked, 
are contractual agreements. 

Several papers calculate the rate of return implicit in life insurance and life annu­
ities. These studies intend to isolate loadings due to commissions and administrative 
costs, corrections due to adverse selection, and financial performance corrected for 
taxes.3 The calculated financial return can be compared to the returns of other types 
of assets. 

t See, e.g., Gustavson and Trieschmann (1988). 
2 See Cox, Gustavson and Starn (1991) for empirical evidence on demand of these insurances. 
3 In this section, the reader must be aware that our selection of papers is extremely short. The papers 

retained here are chosen because they associate an economic reflection on the methodology to the 
calculations, Purely actuarial studies (published or unpublished) on similar issues abound. 
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Babbel (1985) proposed a simple index of life insurance costs (the consumer's 
viewpoint is taken; costs are the contributions paid above the actuarial benefits). His 
estimates suggest that consumers are sensitive to costs, and tend to diminish their pur­
chases when they increase, which is, as Babbel claimed, a point in favor of economic 
theory and against the popular view among salesmen that "life insurance is sold, not 
bought." 

Winter (1982) discussed the theoretical possibility of an index (a single number) 
facilitating the comparisons between life insurance policies for heterogenous con­
sumers. Though he proposed a reasonable solution to that problem, he also made clear 
why the quest for an indisputable index is hopeless. The notion of rate of return makes 
no exception to his critique: an index based only on the a,(s)-see our definition of 
contracts-may be right for assessing the purely technical ability of the insurers. 
However, the allocation of benefits across contingencies (the payments p;(s)), however 
crucial they might be for policyholders, would not be captured.4 

Despite these caveats, simplifying computations are useful. Warshawsky (1985), 
for example, defended the idea that the decline in life insurance savings from the mid 
1950s to 1981 (life insurance has boomed since that paper was written) is largely 
imputable to the lower rate of return on the investment part of cash-value policies. 
Obviously, the complex structure of these contracts makes this assertion relatively 
delicate to establish, but Warshawsky subjected his calculations to a sensitivity analy­
sis by screening a large set of plausible scenarios. Warshawsky (1988) in his study 
of annuity markets in the United States over 1919-1984 estimated that the loading 
factor ranged from 10 cents to 29 cents per dollar of actuarial present value.s 

The major cause of the evolution would be the tendency on the part of the insurers to 
use assets whose yields are significantly lower than that of the reference portfolio 
(namely, U.S. government bonds). The aggravation of adverse selection also seems 
to have a non-negligible impact on the loading factor. Mitchell et al. (1997) defend 
the view that costs have declined. The period covered by their study includes more 
recent years. 

27.2.2 Life Insurance Needs 

The aim of this section is to provide a relatively simple theory of needs in life 
insurance, i.e., demand in an ideal world where markets would be complete and 
competitive. The model is compatible with most views and formal studies of life 
insurance demand. We adopt this terminology (needs) to grasp the multidimensional 
aspect of life insurance contracts that "demand" would not suggest. To start with, we 
offer an analysis of the life-cycle theory and of the so-called bequest motive. 

4 Using a bounded rationality approach, Puelz (1991) proposes a practical strategy for selecting a life 
insurance policy. 

5 See also Poterba (1997). 
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The Life-cycle Hypothesis 
Suppose the individual knows the date of his death. The allocation of his wealth 
over time may be assumed to derive from the maximization of the following inter­
temporal objective (the Fisherian model after Fisher (1930), to retain Yaari's (1965) 
terminology):6 

,=T 

LU,(c,) + VT+1 (bT+1) (2) 
,=1 

where Uk) is the period t felicity derived from current consumption c" and VT+l(bT+a 
is the value of bequest bT+1 left at date T + e 

We retain a discrete approach mainly because it facilitates the introduction of 
imperfect markets and the analysis of long term contracts. The drawback is that 
calculations in the simplest cases become less compact than with continuous time 
modeling.8 

When the horizon is random, one can assume that the individual maximizes 
expected utility with respect to the distribution of T, f being the upper limit of the 
support 

(3) 

The main restriction embodied in this objective function is the additive separability 
over time and states of the world: the marginal rate of substitution between two con­
sumptions is independent of the other consumptions. Still, this formulation allows 
for time dependent utilities: it is consistent with the frequent assumption that future 
utility is discounted, and with an evolution of risk aversion over time. Rearranging 
we get 

t=T 

L {q,U,(c,) + (q'-l -q,)~(b,)} +qfVf+l (bf+l) (4) 
1=1 

where q, denotes the probability of living at least until period t; in particular q, > q'+h 

qo = 1 and qt+l = 0, and the mortality rate at the end of period t is 1- q'+l . Compared q, 
to the certainty case, future consumption is further discounted by the survival proba-
bility; moreover, in all periods where death is probable, the bequest has a value. 

6 See also Fischer (1973) or Karni and Zilcha (1986). 
J We could also enrich the model by giving value to inter-vivos transfers at other dates. 
, For examples of this last category, see, e.g., Yaari (1965) and Pissarides (1980) where perfect markets 

are assumed. 
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In the objective above, the value of bequests is not built on primitives, and a 
rationale for particular specifications or properties is rarely even mentioned in studies 
interested in saving-consumption choice. Still a literature has developed an analytical 
description of the bequest motive, notably in view of deriving testable implications of 
the theory. 

The first point is that we know little about the specification of Vk) as compared 
to Uk), and about how it should evolve period after period. Life insurance being after 
all only a financial tool for controlling inter-personal transfers, references to the theory 
of transfers (bequest, gifts, inter-vivos transfers) are necessary. The reader interested 
in this literature could for example refer to Bernheim, Shleifer and Summers (1985), 
Hurd (1987,1989) and Ando, Guiso and Terlizzese (1993), the latter providing a Probit 
estimation of the determinants oflife insurance demand. Abel and Warshawsky (1988) 

presented a useful discussion and implementation of how bequest motives could be 
specified and calculated, starting from simple principles. 

Lewis (1989) extended Yaari's model by exploring explicitly how the bequest 
motive should be formed when it is intended to take into account the direct utilities 
of the dependents to be protected. In particular, he calculated theoretically and tested 
empirically the impact of the number of beneficiaries on life insurance demand. To 
this end, he modelled the way beneficiaries respond to the protection they receive. In 
some cases, their incomes may be sufficiently high relatively to that of the potential 
policyholder for life insurance to be unnecessary.9 

Fitzgerald (1987) and Bernheim (1991) used information on the levels of pen­
sions to explore the effects of social security (treated as exogenous) on life insurance 
demand. Given that insurance is crowded out on the one hand, and that increased pen­
sions increase actual wealth on the other hand, the net effect is ambiguous a priori. 
Fitzgerald's data confirm that the impact of marginal pension differs according to who 
is the principal beneficiary (husband or wife) of the supplement. Bernheim's project 
is more focussed on the estimation of bequest motives. His estimates support the view 
that the differences in insurance purchases (whether people buy life insurance or 
annuities, or neither) are significantly determined by the differences in the generosity 
of the pension benefits: the better the pensions, the larger the bequests; the lower the 
pensions, the larger the propensity to cover oneself with private annuities. 

Auerbach and Kotlikoff (1986, 1991) questioned whether women are well­
covered by the life-insurance plans of their husbands. The normative standpoint is that 
a sound protection should allocate savings and insurance in view of maximizing a 
weighted sum of the spouses' utilities, taking into account their survival probabilities. 
The 1986 paper examined the case of the elderly and the 1991 one explored and found 
confirmation of the inadequacy of insurance coverage of younger households, who, 
given that a large part of their lifetime resources if, tied up in human wealth, were 
supposedly more in need of protection. Fitzgerald (1989) proposed, with the help of 
a structural econometric model, to study the dependency on age of the relative 

9 With our notations, it amounts to say that the marginal utility V;(O) may be low, 
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(expected or actual) economic well-being of widows according to whether the husband 
lives or not. He suggested that, because economies of scales in households are not 
very large, the standard-of-living falls after death of the husband are not as dramatic 
as previously reported, and is even contradicted in certain groups. 

Most authors find convenient to let the market be the only institution where insur­
ance is available, and to assume that there is a single decision-maker (or at least a 
leader) involved in purchase decisions. Nevertheless a few papers have scrutinized the 
insurance demand of households in imperfect contexts. Despite their interest, they 
have unfortunately not yet given rise to econometric applications. 

Kotlikoff and Spivak (1981) viewed the family as an institution able to replace 
inefficient annuity markets. They assumed that markets are incomplete: there exist no 
life insurance or annuity markets; members of the household can only save. In a single 
agent household, savings would be lost in case of death in the sense that they provide 
no utility to the decision-maker; here, savings are mutually bequeathed, and they 
are lost only in case of simultaneous deaths, an event of relatively low probability. 
Kotlikoff and Spivak proved that this risk sharing arrangement over few household 
members is sufficient to approximate first-best allocations very closely. 

Browning (1994) insisted on the strategic issue. The difference here with 
standard individualistic models is that each household member has access to life 
insurance markets (in fact life annuities) and savings, but they act non-cooperatively. 
The source of inefficiency is that consumption being in the model a purely public 
good, each household member free-rides the other's savings. The consequence is 
that one member only (typically the husband) will subscribe life annuities. Though 
indisputably a caricature, this alternative approach (as compared to the single 
decision-maker tradition) is original and deserves attention and development. 

Empirical studies like Arrondel and Masson (1994), Sachko Gandolfi and Miners 
(1996) or Goldsmith (1983) document the determinants of household demand. 
Typically, wealth, income, the number of children have significant positive effects. 
Arrondel and Masson also show that professions where human wealth (expected 
future income from labor) is relatively large are more likely to demand life insurance. 

Constraints 

An Image of Financial Markets. Let us define additional control and state variables: 

At and L,: the face value (i.e., the benefit) of, respectively, short term annuities 
and short term life insurance, to be paid to the beneficiary at date t in the 
corresponding contingency; 

R1 and Rf: the gross rate of return of, respectively, annuities and life insurance 

received at date t; contributions ~ and ~ are paid at date t - 1; taxes are 
R,A R/ 

ignored throughout, but may be included in the rates of return; 
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R I : the gross rate of return on saving; 
w1 and W;: the disposable wealth of the agent at the beginning of period t if he 

is alive (respectively if he is just dead); 
f l : the exogenous income (wage or pension) which is conditional on the consumer 

being alive; 

A ~I ~ . . WI + Yr - CI - -A- - -L-: short term savmg at the end of penod t. 
RI RI 

The constraints to respect are the following: 

(5) 

(6) 

(5) and (6) are short-sale constraints. They need an explanation. Saving and insur­
ance leave three assets for two states of the world. In terms of benefits, one unit of 
ordinary saving is replicable by simultaneously purchasing one unit of life insurance 
and one unit of life annuities for the same period. If the costs were the same, (5) and 
(6) would be purely arbitrary and would only serve to fix a terminology: for example, 
if AI > LI, we could apply the convention that the agent "saves and purchases 
annuities". But in practice, insurance prices are loaded and the equivalence is not 
true. Intuitively, high mortality individuals tend to buy life insurance whereas low 
mortality individuals tend to buy annuities; in consequence, actual purchases provide 
some information to the insurers on the consumer's riskiness that is taken into account 
in the prices charged. Short-sale constraints represent how markets deal with adverse 
selection: by setting (simplified) non-linear prices. Technically, short-sale constraints 
prevent the arbitrage argument to work, as a consequence, all three assets are needed. 

Most papers assume either that insurance is available at an actuarial price (the 
interest rate corrected for mortality) or that it is not available at all, which leads to 
comparisons of the profiles of consumption in the two contexts. IO When insurance 

is actuarial, we find: R1 = ~ RI and R; = ql RI. For example in Fischer (1973), 
ql+1 ql - ql+1 

I 1 I 
assuming perfect markets amounts to imposing A + -L = -R ' which explains why 

RI RI I 

he finds negative purchases of life insurance (i.e., implicit positive purchases of 
annuities) in his examples. 

Loading factors decrease insurance yields; they are principally due to adminis­
trative costs, to adverse selection, and to fiscal regimes. Another factor that may 
enlarge the gap between average market returns and life insurance returns is that life 
insurance funds are backed by a larger proportion of low return (presumably less risky) 

10 Yaari (1965), Fischer (1973), Levhari and Mirman (1977), Pissarides (1980). 
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assets in general (Friedman and Warshawsky (1990». Papers where both imperfect 
markets (life insurance and annuities) are modelled at the same time are scarce. For 

a simple theoretical example and an empirical application, see Bernheim (1991). It is 

proved in Moffet (1979a,b) or Villeneuve (1996) that if _1_ + ~ > ~, then the agent 
R: R, R, 

never purchases life insurance and annuities at the same time for the same term: else 
it would be cheaper to cut life insurance and annuity benefits by an arbitrary quantity 
and to compensate it exactly by an increase of savings. I I 

We impose that the agent's disposable wealth be always non-negative 

W~ ~ 0 (7) 

(8) 

Such borrowing constraints are discussed at length by Yaari (1965). (8) simply 
says that negative net wealth cannot be inherited. It should be possible in principle to 
overcome (7) if the agent were able to publicly commit to a contingent borrowing 
plan for the future. In the absence of such a commitment, the policyholder would be 
able to playa sort of "Ponzi game", i.e., a strategy of unbounded rolling debt. 12 In 
response to this threat, the liquidity constraint, though very conservative, is in prac­
tice easily implemented. Another practical useful interpretation of the choice between 
insurance and savings is the following: if the individual borrows money, he must 
provide a guarantee under the form of life insurance. This is the standard practice for 
mortgage loans. 

WA R (WA Y. A'+I L1+1 ) ,+1 =, ,+, -c, --A---L- +A'+I 
R, R, 

(9) 

WL R (WA Y. A'+I L'+1 ) ,+1 =, ,+, -C, --A---L- +Lt+l 
R, R, 

(10) 

I I I 
II If R; + R; < R:' the individual would never have interest to detain ordinary assets: his portfolio 

would be entirely composed of insurance. But, except if insurance if heavily subsidized, insurance com­
panies would not be able to sustain such yields: the inequality says that no financial assets could match 
these liabilities. 

12 Assume that, each period, the individual is able to borrow on the promise he would reimburse, 
with the payment of a certain interest adjusted for mortality risk, only if he lives. Without control, the 
individual would borrow, period after period, unbounded quantities of money, first to pay back the previ­
ous loan, and second to finance consumption. With an infinite support oflife duration (and even if the prob­
ability of staying alive is extremely low), we typically enter into the Ponzi game problem, well-known in 
public finance. When the support of life duration is bounded, a consistency problem appears at the upper 
bound date, when the individual becomes certain to die: no insurance company will lend money and the 
individual is bankrupt. It is not clear that this is sufficient to impose discipline to the agent: punishment 
being necessarily limited, the Ponzi game problem remains an issue. 
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(11) 

(9) and (10) give the laws of motion of conditional wealth: they express the depen­
dency of incomes in case of survival and in case of death at date t + 1 on the port­
folio choice at date t. (11) reminds that in case of death, the entire wealth, composed 
of savings and life insurance, is left to the beneficiaries. 

Remark that it is assumed that no information is revealed over time except the 
date of death at the exact moment when it occurs. If the policyholder were to learn 
progressively his survival law, then the initial objective should be an expectation over 
the possible upcoming information too. If this information is observed by both parties 
(insurers and the policyholder) and if insurance prices depend on it, this would 
increase the number of necessary state variables and insurance markets. Fortunately, 
the dynamics of consumption would not be affected seriously since complete markets 
would provide insurance against these shocks. In general however, the equivalence 
between the optimal long term contract (agreed upon at period zero) and the optimal 
choice of short term contract would disappear. See Babbel and Ohtsuka (1989), and 
section 27.3. 

Regimes. Because of the uncertainty, we introduced additional state variables (con­
ditional wealth) to the standard life-cycle model. Classically, under complete markets, 
they can be eliminated so as to give a single inter-temporal budget constraint where 
the present value of consumption equals the present value of income. Here, we have 
to determine, as a first step, non-binding constraints in order to reduce the complex­
ity of the program. 

The sub-optimality of simultaneous purchases of life insurance and annuities 
opens the possibility of different regimes at different periods of the life-cycle: the 
individual may want to purchase life insurance at certain dates and life annuities at 
others. At each period t, the individual saves or borrows, but concerning insurance, 
he purchases either annuities or life insurance, or neither. For example, a man below 
fifty will be covered by life insurance; above seventy, by life annuities. It is possible 
in practice that he seems to have both (e.g., a pension plus life insurance). However, 
his net position will presumably be as we say. 

The consequence of the existence of these three regimes is that it is not possible 
a priori to write a unique constraint, since part of the individual decision is the 
qualitative choice of the contingent assets he needs. Confronted with this difficulty, 
several papers have supposed, or set conditions ensuring, that a certain regime is 
systematically in force (Abel (1986)), or have limited the conclusions regarding the 
temporal evolution of the structure and quantity of saving to a certain regime. 13 

To simplify the rest of the exposition, we write the relevant budget constraint 
within a regime as if it were prevailing throughout the individual's life-cycle: either 

13 Yaari (1965), Fischer (1973), Levhari and Mirman (1977). 
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the individual is a permanent annuitant (regime A), or he is always covered by life­
insurance (regime L), or he holds neither (regime N). The difference between regime 
N and the other two is that then it is not possible to eliminate wealth variables 
(W1, WT) to build a single budget constraint: there is only one control variable (saving) 
per period for two arguments in the utility. 

In contrast, in regime A, where annuities demand is always non-negative, a single 
constraint can be used: 

r{(y, -c, - R'~l -R'-l b,)ti R:} =0. 
,=0 R'-l s=' 

(12) 

In regime L, where life insurance demand is always non-negative: 

~ {(y. - - R'-l b )rrs=r RsR; } = 0 "" ,c, L 'L ' ,=0 R'-l - R'-l s=' Rs - Rs 
(13) 

When prices are fair, the notion of regime, as said before, is only semantic, and we 
find in all cases: 

% {(q,Y, -q,c, -(q'-l -q,)b,)g Rs} =0 (14) 

In all cases, we see that what matters is the present value of income discounted 
(implicitly in (12) and (13) or explicitly in (14» by the survival probability (future 
incomes are conditional on living); the correction also applies to consumption and 
bequests. 

Portfolio Choice 
Within each regime, the Euler condition indicates the forces driving the short-run 
evolution of saving and insurance purchases. (Calculations are not detailed; hints are 
given in the appendix.) 

In case A (annuities every period) 

U;+l (Ct+l) 1 q, 
=--, 

U;(c,) R~ qt+l 
(15) 

V;(b,) = R'~l-R'-l q, 
U;(c,) R,-l q'-l-q, 

(16) 
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In case L (life insurance every period) 

(17) 

(18) 

In any case we see that the variations of consumption depend positively upon the 
interest rate and negatively upon mortality. The sensitivity to these two effects is 
proportional to the elasticity of substitution between periods. For example, when 
U1+1(-) = ~Uk), (15) can be approximated by 

(19) 

We recover the usual result that consumption profiles depend directly on the com­
parison of interest rates with the discount factor. 14 

Consider the case where the individual purchases annuities throughout his life. 
When insurance markets are perfect, the first order conditions above are simplified 
and the marginal rate of substitution of consumption between two periods becomes 
equal to the interest rate, exactly as without uncertainty. Expected utility over states 
and additivity over time have the advantage, already noticed by Yaari, that weights 
attached to felicities (partial utilities) on the one hand, and prices on the other 
hand, are proportional. Except for the effects of risk-free interest rates and taxes, pro­
grammed consumption is extremely smooth. 

In the periods when the individual is more risk averse (because of old age, or 
because dependents are more in need of protection), consumption and bequests tend 
to be less sensitive to price incentives and are therefore more likely to be protected 
by an insurance contract. On the role of risk aversion (or resistance to inter-temporal 
substitutability), see for example Karni and Zilcha (1986) or Hu (1986). 

When the rate of return on annuities increases in a given period, contingent 
consumption that period becomes cheaper; the utility being additively separable, the 
income effect works in the same direction as the substitution effect to increase current 
consumption. Still, the increase in the rate of return of insurance decreases the value 
of incomes earned after that period (this is a well-known paradoxical property of life­
time earnings); the consequence of that particular effect is a decrease of insurance 

14 Again, Yaari (1965), Hakanson (1969), Fischer (1973), Levhari and Mirman (1977), Pissarides (1980). 
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demand. The net effect is ambiguous. The same indeterminacy occurs for life insur­
ance: budget constraint (13) shows the depreciation of the present value of earnings 
1', for s ~ t + 1 provoked by an increase in life insurance returns Rf .15 Fischer (1973) 
noticed this "inferior good" nature of insurance in his particular specification without 
market imperfections. Predictions are complicated by regime switches, though the 
effects above give some clues on when switches are likely to occur. 

Other things equal, it is clear that an increase in mortality probabilities a given 
period should decrease the demand for annuities that period. Predictions however 
depend on whether the survival law is shifted so as to increase the weight of future, 
or past, consumptions. For example, Levhari and Mirman (1977) questioned whether 
changes in lifetime uncertainty should increase or decrease the rate of consumption. 
Using a stochastic ordering measuring dispersion lifetime, they point out two oppo­
site (and paradoxical) effects: on the one hand, more uncertainty shortens the horizon 
(death at young ages becomes more probable), which increases the rate of consump­
tion; on the other hand, longer lives also become relatively more probable, preserv­
ing wealth for those eventualities plays in favor of a decreased initial consumption. 
They conclude that the first effect dominates with Cobb-Douglas utility functions 
provided that, for a given discount factor, the interest rates are not too large. The 
approach, though interesting, remains difficult to generalize. 16 We should note in 
passing that there exists a limited literature examining the consistency of beliefs on 
mortality and economic behavior, in the framework of life-cycle theory. See for 
example Hamermesh (1985), or Hurd and McGarry (1995) for more details on the 
distribution of beliefs and their relationship to portfolio choice. 

Friedman and Warshawsky (1990) explained that the average American pensioner 
should stop purchasing short term annuities between age 60 and 70, his constant 
pension (or publicly provided annuities) becoming larger than his free demand for 
annuities. Vagi and Nishigaki (1993) insisted on the fact that within the Fisherian 
model itself, optimal long term annuities should not be constant but rather declining 
over time in real value. 

Leung (1994) gave a clue for these results. He showed, keeping the same assump­
tions as in Yaari, that there always exists an age, strictly before the upper limit, from 
which the individual consumes all his current income. Moreover, he proved, on the 
basis of simulations, that this constrained period is not negligible. According to Leung, 
this prediction contradicts empirical evidence since the elderly are conservative in the 
use of their assets. This remark is close in spirit to the disconnection between the pre­
diction that wealth should exhibit a hump-shape over the life-cycle and the empirical 
finding that the elderly do not dissave in reality. To reconcile theory and evidence, 

15 The reader must be careful that the present value in that reasoning is taken in terms of first period 
disposable income. 

16 Kessler and Lin (1989) examined the comparative statics of a choice between cash and annuities 
in individual retirement accounts by varying the survival law. They show that the third derivative of the 
cumulative survival probability distribution plays a role. 
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Attanasio and Hoynes (1995) attempt to correct for the selectivity biases due to 
differential mortality across wealth groups (richer people living longer, dis saving is 
apparently slow since richer individuals become relatively more numerous). It seems 
that dissaving at old age calculated that way is more important than previously 
claimed, which gives new evidence in favor of the life-cycle hypothesis. 

Life Insurance and Social Security 
We leave aside the debate on the potential macroeconomic inefficiency of pay-as-you 
go systems to concentrate our attention on the specific effects on insurance markets. 
See also Mitchell (this volume). Pensions are publicly provided annuities, mandated 
either directly by the State or by the employer. The development of social security is 
recognized by Abel (1986, 1988) or Eckstein, Eichenbaum and Peled (1985) as a 
likely cause of the decline of annuity demand in the developed countries since 
World War II. 

There is no doubt that social security crowds out life annuities. Microeco­
nometric studies like Rejda and Schmidt (1984), Rejda, Schmidt and McNamara 
(1987), Fitzgerald (1987) or Bernheim (1991) confirm the negative effect of public 
pensions (or similar programs) on annuity demand and/or private pensions. Concern­
ing life insurance, the intuition is not clear: on the one hand pensions should decrease 
noninsurance saving and enhance purchase of life insurance; on the other hand, 
most pension programs cover spouses after the death of the beneficiary. This life 
insurance element of pensions, frequently ignored by analysts, renders the net effect 
ambiguous. 

A study on aggregate data by Browne and Kim (1993) suggests that income and 
life expectancy being taken into account, the quality of social security still has a 
positive impact on life insurance premium volume per capita (life insurance and 
annuities are not separated). However, the state of the art is far from testing the 
microeconomic life-cycle model presented in this survey. 

27.3 A CONTRACT THEORY OF LIFE INSURANCE 

Section 27.1 set up the technical constraints that contracts should meet; section 27.2 
gave the effect of tastes on the structures of ideal contracts, thereby offering a theory 
of needs of life insurance. We now show that informational constraints playa major 
role in the functioning of life insurance. 

In principle, long term contracts have the major merit that they are the only and 
sufficient means of taking advantage of all insurance possibilities. If information per­
taining to the cost for the insurer and the value for the individual of life insurance 
contracts were always kept symmetric, then maximizing expected inter-temporal 
utility of the individual under a unique purely technical constraint would give smooth 
consumption paths along the life-cycle and across states, and straightforward con-
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tinuations period after period. There should remain no ambiguity: a long-term 
contract must not be a "stationary" contract paying a fixed amount whatever the con­
ditions. On the contrary, well-conceived contracts take into account the passage of 
time: tastes change, notably those dictated by the composition of the household, new 
information (the arrival of which being anticipated as a possibility, and probabilized) 
may arise, for example on health conditions or future income. 

A long term contract under symmetric information must not leave any choice 
to either the individual or the insurer: discretion is undesirable. Yet, we have to find 
explanations for the features observed in real contracts, all somehow linked to the fact 
that the informational situation is frequently not idyllic. Options in contracts may be 
desirable trade-offs between insurance needs and incentive compatibility. 

We can classify the main types of imperfections as follows: 1. Incompleteness, 
namely (a) limited commitment, and (b) incomplete contracts (certain continuations 
are too complicated to write explicitly); 2. Asymmetric information (a) before signing, 
and (b) appearing over time. 

We will take up each in turn. 

27.3.1 Incompleteness 

Limited Commitment 
It is well recognized in insurance theory that long term contracts provide insurance 
against the risk of becoming a high risk, specifically against the risk of seeing future 
insurance applications rejected, or accepted only at high price. Therefore, the best 
insurance contract should be taken very early, even before any party becomes 
"advantaged" in terms of information. 

Babbel and Ohtsuka (1989) applied these ideas to explain why policyholders 
should continue to hold whole life insurance, though, if prices are considered naively, 
this strategy seems dominated by a combination of successive term contracts and 
saving. The argument runs as follows: future health conditions being random, the 
average term contracts might turn inaccessible to certain individuals; consequently, 
the "dominant" strategy would be not implementable and the arbitrage argument does 
not work. 

Cochrane (1995), in an article dedicated to health insurance organization, offered 
an interesting reflection on the various channels through which commitment could 
be escaped, stressing the importance of regulation. There, information over health 
is improved symmetrically over time. The main problem is that, if competition 
were unregulated, lucky persons would like to switch to an other insurer proposing 
better prices; this would break the cross-subsidies implicit in the first-best arrange­
ment. He proposes a solution to overcome the market failure: insurance contracts 
last one period only (long-term commitment is not forced); insurers are free to charge 
the price they want to their clients, and markets are competitive; people have personal 
accounts to which their insurers pay severance payments when they are denied average 
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price insurance; this money is given to the unlucky to finance their higher 
premia. This payment is intended to compensate exactly for the discrimination 
these people suffer. Basically, Cochrane shows that the desirable cross-subsidies are 
exactly implementable by this minimal new institution preserving competition and 
incentives. 

In practice, in life insurance as well as in health insurance, asymmetries of infor­
mation are multi-dimensional and the motivations of the agents are so diverse that the 
implementability of the first-best is not warranted (insuring taste shocks is consider­
ably more difficult than probability shocks). The proposal however goes in the right 
direction and is capable of correcting a non-negligible part of the undesirable effects 
of discrimination. 

The diffusion of group insurance seems to be a second-best response of certain 
communities in a world where the absence of commitment affects welfare signifi­
cantly. These insurance programs are efficient in terms of coverage of long term risk 
since they are not discriminatory in general, and tax incentives plus economies of 
scale are substantial. However, group insurance may be efficient within the group, but 
different groups may be treated very differently, not to speak of people who are not 
eligible to these programs. The appropriate public policy at the highest level is not 
totally clear in this context. 

Incomplete Contracts 
Optimal contracts should take into account an enormous quantity of detailed infor­
mation. In practice, we do not observe a high degree of complexity in the way, e.g., 
incomes are utilized. Contracts are incomplete in the sense that a contract may become 
sub-optimal in terms of its dependency on income given some new information 
coming up: ifhis future incomes are from a certain date on expected to follow a certain 
path that was unlikely ex ante (inheritance, wage rise), the insured may want to 
reallocate his contributions and benefits in a way that significantly differs from that 
the contract would pursue. This creates situations where renegotiation becomes desir­
able, i.e., where mutually advantageous arrangements could be found. Other exam­
ples could be found in the way the composition of the family (birth, divorce) can affect 
the desirable continuation of the contracts. 

Incomplete commitment interacts in an important way with incomplete con­
tracts. The problem of mortgages renegotiation is well-known in the finance 
literature: a decrease in the interest rate may induce premature repayments financed 
by cheaper new mortgages. In life insurance, a cause of premature termination of 
a contract would be an increase in interest rates, new contracts becoming more 
attractive. 

In order to limit the effects of renegotiation, and given that more complete con­
tracts cannot reasonably be conceived, it may be optimal to circumvent, within certain 
limits, this problem by setting penalties for premature termination. We are not aware 
of any formal literature drawing conclusions on the constrained best contracts. 
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27.3.2 Asymmetric Information 

Asymmetric Information Before Signing 

Empirical Evidence. Adverse selection in life insurance markets is a well-known 
phenomenon, one known by actuaries before it became popular in economic theory 
after Akerlof(1970) or Pauly (1974). This asymmetry of information may be due to 
the inobservability of certain mortality factors (health, life-style) or a consequence of 
legal restrictions on the use of certain observable information (sex). It should be clear 
that the asymmetric information we are talking about is the residual (small or large) 
after classification has taken place. 

In life insurance econometrics, testing the adverse selection hypothesis presents 
methodological problems similar to, and perhaps worse than, those encountered in 
automobile insurance (on this, see e.g., Chiappori (this volume)). Policyholders are 
submitted to medical examinations leading to the exclusion of certain categories, and 
to complex pricing. These two factors give rise to selection and self-selection biases 
that are extremely difficult to correct. Applicants themselves are self-selected, due to 
the fear (or simply the certitude) of denial by those who would show tangible signs 
of higher mortality.17 Among applicants, new policyholders tend to be healthier on 
average than the population (lower mortality). The econometrician has to be careful 
that he might have less data available than the insurers. If this is the case, spurious 
regressions could bias the interpretations. See also Dionne, Gourieroux and Vanasse 
(1999). 

Even if observed, the classification techniques used by the actuaries should not 
be taken for granted. The insurance industry has been perhaps excessively conserva­
tive in risk selection. We see in Cummins et alii (1982) that the degree of sophisti­
cation of scoring methods can be pushed extremely far, and the statistician may 
wonder whether the corrective factors that are applied to premia are reliable. The series 
of statistical models from which their were estimated are not likely to be consistent 
which each other. Overall, major identification problems are obvious. 

There is one modest way to escape this difficulty: working on insurance contracts 
offered without medical examination, like annuities where age is the only parameter 
that is used. Indeed testing for adverse selection is relatively easy in this market: it 
suffices to calculate the mortality experienced, age by age, by policyholders and to 
compare these with mortality tables, and to relate the differences to the quantities 
purchased. 18 In this case basically, adverse selection can be proved because classical 
antidotes are hardly used (selection, non-linear pricing, etc.). However, one cannot 
draw valuable conclusions from this on the degree of sophistication that insurers are 
able to reach in general. 

17 Attanasio and Hoynes (1995) showed on micro data that there is a positive correlation between sur­
vival prospects and saving. This phenomenon is presumably not negligible for life insurance applicants. 

IS See Philippe (1987) for a study of this type. 
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The classical paper of Rothschild and Stiglitz (1976), adapted for life insurance 
or annuities, has given rise to several direct applications. '9 Beliveau (1984) illustrated 
this view with a reduced form analysis of adverse selection. Her estimates support the 
hypothesis that people demanding more life insurance are charged a higher price, a 
result in accordance with Rothschild's and Stiglitz's prediction. However, given that 
she observes very few variables (presumably fewer than the insurers), it is not clear 
that there was really asymmetric information. 

Cawley and Philipson (1996) also started from the assumption that life insurance 
contracts were designed according to Rothschild's and Stiglitz' premises and predic­
tions. They tested whether larger coverages were charged larger prices per dollar, and 
the answer is no. To us, the main interest of that study is that it shows the short­
comings of standard theory as a description of life insurance markets. Indeed, they 
have extrapolated the conclusions of the classical static model to a situation where 
several of its assumptions are not met (heterogeneity on probabilities only, one-shot 
game, exclusivity, no saving, no loadings, etc.). All these hypotheses being tested at 
the same time, one cannot conclude that adverse selection, rather than any other 
assumption, is rejected. 

When efficiency and regulatory problems arise, models suitable for finer descrip­
tions are required. We now see papers addressing the most remarkable particularities 
of life insurance markets. 

Quantities. The number of periods involved changes completely the notion of quan­
tity (is it the face value? the duration of the contract?) and the notion of exclusivity 
(do we have exclusivity----one insurer at once--each period only, or also over the life­
time of the insured?). These factors inflating the dimension of the space of contracts 
over which the insurers design their strategies, the elaboration of simple robust 
empirical methods becomes an utopia. 

Townley and Boadway (1988) made an original contribution to the description of 
life annuity markets. Offers consist of constant term annuities at a given price per unit 
of income. People can purchase as many annuities as desired but they have to choose 
the term (choice takes place at retirement time and no supplementary annuity can be 
purchased afterwards). The term will be used for self-selection: indeed, the marginal 
rate of substitution between the duration and the quantity of annuities is dependent 
on the type of the individual. A standard single-crossing argument it la Mirrlees sug­
gests that sorting agents by type is possible: as expected, short-lived people tend to 
give relatively less value to long terms than long-lived people. However, the shapes 
of the indifference curves are difficult to characterize, which makes the problem 
slightly different from Rothschild's and Stiglitz'. Now, pooling contracts are not 
excluded. The normative part of the analysis is less convincing for game theoretic 

19 Carlson and Lord (1986) stressed an unsurprising consequence of prohibiting discrimination between 
men and women: it creates a problem of adverse selection. Rea (1987) explained how that problem could 
be circumvented (not solved) by offering menus of contracts ilia Rothschild and Stiglitz. 
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reasons. Forcing linear prices, they assumed implicitly that instantaneous exclusivity 
was not possible (see the discussion in the following). But this interpretation is at odds 
with the fact that one term only is possible, since the individual could after all request 
different terms of different insurers. Their bounds on the insurers' strategy space is 
hard to justify as an equilibrium outcome of a well-specified game. 

In a related paper (where the contracts permitted are the same), Townley (1990) 
shows that, in equilibrium, in a world of adverse selection, whole life insurance with 
non-linear prices is inefficient (rationing terms is more efficient). Moreover, most 
simple public interventions (uniform compulsory plan, forcing linear prices) cannot 
guarantee efficiency gains. This is the origin of the "policy dilemma": public policy 
in that field can only be redistributive (rather than Pareto improving). Theoretically, 
the case is clear: the fact that contracts and policy tools are incomplete is a 
systematic obstacle to the elimination of ambiguity. 

Non-Exclusivity and Unobservable Savings. As we have seen in the life-cycle 
model of demand, life insurance is only part of a portfolio. Ordinary savings being a 
substitute to life insurance, insurers are forced to keep their prices relatively low even 
in a situation where competition is weak. Moreover, the threat of arbitrage opportu­
nities limits their ability to propose effective non-linear prices. The papers we cite 
now are based on the particularities of asymmetric information in life insurance. 

Exclusive insurance contracts and unobservable savings. In Eichenbaum and 
Peled (1987), agents have no bequest motives (they don't give value to their assets in 
case of death), therefore a replication argument shows that annuities are the dominant 
asset (strictly dominant if yields are calculated on the basis of a strictly positive mor­
tality) compared to ordinary saving. However, mortality being private information, the 
equilibrium menu of annuity contracts must take into account the fact that the low 
mortality type (= high cost risk) can combine the contract assigned to the other type 
plus savings to bypass incentives taken naively. The consequence of this additional 
incentive constraint (compared to the exclusivity case in Rothschild and Stiglitz) is 
that the high mortality type (= low cost risk) is more drastically rationed as far as 
annuities are concerned. 

Moreover, the only people that save (in addition to purchasing annuities) in equi­
librium are the high mortality people, i.e., those who are least in need of second period 
income! The authors show that in an overlapping generation model, this characterizes 
an inefficient level of saving. They also show that a mandatory annuity program which 
is actuarially fair on average results in an equilibrium without involuntary bequests 
(proceeds of savings in case the agent dies at the end of the first period) that 
Pareto-dominates the laissez-faire equilibrium. This conclusion is related to the known 
result that a small amount of mandatory insurance is welfare-enhancing when the 
Rothschild-Stiglitz equilibrium is inefficient. 

Non-exclusivity. If policyholders can purchase several insurance contracts, 
and this is unobservable by insurers, finding non-linear pricing equilibria in pure 
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strategies is possible when endogenous communication between firms is allowed 
(Jaynes, 1978). However, without exclusivity and communication, linear pricing is not 
theoretically well-founded: in any linear equilibrium, there exist non-linear deviations 
that kill the equilibrium. At best, linear pricing may be seen as a self-restriction of 
the strategy space by the insurance industry. This restriction is convenient for applied 
theory, and is taken for simplicity in the following studies. 

Prior to the approach offered by Rothschild and Stiglitz (1976), Pauly (1974) 
studied linear price equilibria in insurance under adverse selection. His conclusions 
fit particularly well life insurance, one of the rare instances where linear prices is a 
reasonable assumption. The equilibrium price is higher that the average fair price 
since higher risk people purchase more insurance, and are thereby statistically over­
represented in clienteles. 

With similar assumptions on the functioning of markets, Abel (1986) explored 
the effect of Social security on capital accumulation in an overlapping generations 
model. Consumers save by purchasing life annuities in a private market: differing by 
their survival probabilities, they differ by their insurance demands. Given that private 
markets are subject to adverse selection, whereas the public sector can propose a 
uniform level of pensions (i.e., compulsory annuities), the issue is to find the effect 
of increasing pensions on total wealth. Ambiguity comes from the fact that manda­
tory pensions force saving on high mortality people (a positive effect on total saving), 
while it aggravates the adverse selection problem by raising the equilibrium price in 
the private market (a negative effect on total saving). Overall, the effect of public pen­
sions remains ambiguous, except when they pass from zero to a small positive level 
(saving decreases). Abel supposed for simplicity that all individuals participated in 
the annuity markets, and accordingly, he did not model life insurance. Villeneuve 
(1996) developed Abel's model in view of examining systematically the effect of 
public pensions on the functioning of life insurance and life annuity markets at the 
same time. It is proved that typically, if public pensions were to decrease, one should 
observe an alleviation of adverse selection in annuity market as well as an increased 
participation. However, the social welfare generated by the reform would be generi­
cally negative. Factors not modelled in the paper (incentives to work, endogenous 
growth, etc.) could attenuate this strong conclusion. 

Brugiavini (1993) started with a set-up similar to Abel's, abandoning the over­
lapping generations in order to study annuities markets more in details. She assumed 
that the consumers live three periods and have no bequest motive. In the first period 
(when people are young), they only know the average mortality rate. In the second 
period they learn privately their probability of dying before the third period (old age). 
Markets are complete in all periods and prices are endogenous so as to adjust to the 
actual mortality of policyholders. Brugiavini proves that no transactions will be 
observed in equilibrium in the second period, though intuitively low mortality people 
should demand supplementary insurance. We recognize the idea that if markets were 
complete before the arrival of asymmetric information, then a first-best allocation is 
attained and no additional transaction can take place (Laffont (1985)). A practical 
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interpretation of this result can be seen as a variety of the classical argument in favor 
of redistributive taxation: public intervention mimics what ex ante markets that did 
not exist would have achieved. 

Power and Townley (1993) studied similar questions with numerical simulations. 
The main limitation is that annuity markets are constrained to offer only whole life 
annuities at a certain age, there is no bequest motive (therefore annuities are given 
exaggerated importance in the model), and the distribution of information that indi­
viduals are supposed to have on their own riskiness is rather arbitrary. The simula­
tions are interesting in that they show the complexity of the redistribution due to the 
pension system and insurance markets. 

Fraud and Moral Hazard. Moral hazard is also an interesting hypothesis in life 
insurance. Intuitively, if people care for their dependents' welfare, i.e., if they value 
the money they give them, then life insurance can diminish (even if very little) their 
incentives to live since transfers are no longer conditional upon the donator being 
alive. Symmetrically, an improvement of the standard-of-living (through annuities) 
gives an incentive to invest in goods that favor good health (see Ehrlich and Chuma 
(1990)). Starting from this idea, Davies and Kuhn (1992) explored the effect of Social 
security on longevity. Whether the impact of insurance is considerable compared to 
the other determinants of the "willingness to live" is not evident. 

The case of suicide is particular. People determined to commit suicide may want 
to protect their dependents by purchasing generous life insurance. However, this 
should be seen not as moral hazard but rather as adverse selection: moral hazard would 
be the case where somebody would renounce to suicide if insurance were not avail­
able. It seems to us that adverse selection hypothesis is more likely than moral hazard. 
In any case, traditionally, suicides are eliminated as causes of death that are covered 
by life insurance during the first years of the policy. This rationing of benefits finds 
an easy explanation in both theories. 

A case of fraud was quite famous in France in the 80's. A man subscribed life 
insurance policies on his head at several companies; he simulated a mortal auto­
mobile accident where his body (in fact the body of a tramp he had murdered) was 
unrecognizable; his wife received the money; he took plastic surgery and changed 
his identity. The fraud was suspected when it was found that the same person had 
paid insurance premia that were disproportionate to his standard of living. 

There is no formal literature on these topics. The general literature on fraud and 
moral hazard in insurance may interest the reader for application. 

Asymmetric Information Appearing Over Time 
In structuring a long term contract, it would be useful to detail all events that may 
arise in one's life and which are not neutral to decision-making. Health is an obvious 
example: when life conditions change, optimal consumption plans are modified. 
However health is inherently hard to assess without possible dispute; nevertheless, a 
non-flexible contract is generally inefficient. Because of this inobservability of the 
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crucial factor, the optimal compromise is to leave the individual with a certain degree 
of discretion regarding the continuation of the contract. 20 

From the point of view of efficiency, the ideal options in contracts are those which 
are motivated only by changes in tastes or economic conditions that are neutral in 
terms of survival probability. The information that is asymmetric concerns only one 
party's objective. Now assume that a young worker subscribes to whole life insurance. 
We can imagine at least three reasons why he could prefer to liquidate his contract 
for cash after a while. The first case is when the motivation for life insurance disap­
pears: he divorces, or his children are doing better than expected, his spouse finds a 
better paid job, etc. The second case could be that he has suffered important wealth 
losses and is in need of cash. The third case could be that his health proves to be better 
than average and he tries to obtain a better contract with the cash. 

At first sight, only the last issue leads to a selection bias in the technical charac­
teristics of the clientele. It is clear, however, that options free of adverse selection are 
almost impossible. Whatever the primary observable motivation for the exercise of 
the option, the information that the individual has on his riskiness will playa role at 
the margin in his decision, and actuarial neutrality is unlikely. Discretion becomes 
a compromise, in a context where contracts are incomplete, between benefits of 
flexibility and the costs of adverse incentives. Whether adverse selection is serious or 
negligible becomes a matter of experience or judgment. 

27.4 CONCLUSION 

As they grow older, people caring for their future or for the future of their family 
become very responsive to the evolution of their life prospects, and, as a result, 
insurers are extremely cautious with the aged clientele. Life insurance is a sector 
where risk classification was pushed very far (Cummins et alii, 1982). One may 
wonder whether insurers have gone too far, by discriminating between groups of 
people who were unaware of their differences.21 We observe that certain individuals 
with identified chronic diseases have difficulty in obtaining insurance, though in 
principle an actuarial price could be proposed and accepted. In any case, there is a 
tendency now to impose simplified medical questionnaires. Clearly, the practical need 
for risk selection is mainly associated with individual purchases, where the mere 
fact of demanding insurance is a signal to the insurers. The development of group 
insurance has changed the picture in two essential respects. 

First, life insurance being more attractive when offered to groups, we can predict 
as an immediate consequence that individual life insurance contracts will tend to be 

20 Technically, the fact that the MRS of consumptions at different periods is affected by the type of the 
agent can be used efficiently for self-selection. 

2\ Villeneuve (1998, 1999) models insurance markets where individuals are ignorant of their risk 
relatively to insurers. The consequences are contrasted with those of adverse selection. 
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demanded by less representative people and we can expect a decline in life insurance 
technical (i.e., due to pure mutualization) returns on these contracts. 

Second, given the costs of classification, pricing in group insurance is often very 
simplified (costless observables like sex may not be used); but, despite the costs of 
diversifying offers (actuaries have to relate individual data to costs, and to optimize 
the offers given incentives), flexibility is needed to accommodate the variety of the 
clientele's objectives (a certain degree of discretion has to be left to the agent all over 
the duration of the contract). 

Indeed, options are intended to leave people express their differences. The trade­
off between flexible contracts (and adverse selection) and rigid contracts (and inade­
quacy with current needs) is subtle. The classical non-linear pricing methods have to 
be used; moreover, the intertemporal dimension increases the separating possibil­
ities:22 differences in risk aversions (a typically unobservable data) may be exploited 
by leaving people choose the index used for index-linked contracts. More generally, 
the multiple dimensions of life insurance should be arranged so as to accommodate 
the multiple dimensions of symmetric and asymmetric information.23 In practice, once 
the initial choice in a menu is made, contracts will leave some discretion to the 
policyholder at certain points in the future, as we discussed in the text. This is a 
difficult balance. On the one hand, when policyholders take advantage of acceptable 
motivations for such changes, they cannot be indifferent to new information relevant 
for expected costs on the continuation of the contract; on the other hand, an individ­
ual may cumulate several reasons for changing his contributions and benefits, and this 
should be left possible to some extent. 

APPENDIX 

In case N, we can solve: 

(20) 

but there remain one constraint on bl for each t that cannot be eliminated. 
In case A, we know that LI is always equal to zero. We first eliminate A I+1 in the 

following equations: 

{
W,!I =R{ W1 +Y; -CI - ~~I )+4+1 

bl+1 =Rt(W1+Y;-cl-1:1
) 

(21) 

" Venezia (199\). 
23 Laffont and Rochet (1988). 
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and then we solve the derived equation: 

(22) 

In case L, we first eliminate L,+ I: 

(23) 

and then we solve: 

(24) 
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Abstract 
This contribution reviews two types of reasons for the existence and growth of social 
insurance, viz. possible enhancements of efficiency and public choice reasons related 
to the interests of governments and politicians. Empirical evidence suggests these 
latter reasons to be important in explaining the existing division of labor between 
private and social insurance. However, this division is being challenged in several 
ways; its modification may therefore result in improved efficiency. Viewing the several 
lines of private and social insurance as elements of a portfolio, one can indeed con­
clude that individuals in the United States and Germany at present are subject to 
excess asset variance. A few proposals for improving the interplay between private 
and social insurance are formulated, which tend to accord a more important role to 
the private component. 

Keywords: Private insurance, social insurance, public choice, portfolio choice. 
JEL Classification Numbres: D72, D81, GIl, G22, H23, H55. 

28.1 INTRODUCTION AND OVERVIEW 

Most of the teaching of the economics of insurance is couched in terms of an indi­
vidual who is free to decide the amount of coverage he or she desires. This is a fair 
description of reality as far as insurance purchased by companies and property insur­
ance (e.g., fire, theft) purchased by households is concerned. However, almost all 
individuals (at least in industrial countries) are mandated to purchase a good deal of 
coverage provided by social insurance. While the domain of social insurance is delim­
ited differently between countries, it typically covers provision for old age, disability, 
workmen's compensation, sick leave pay, health care, long-term care, unemployment, 

• This work has profited greatly from suggestions and criticisms by Roland Eisen (Frankfurt/Main, 
Germany) and Friedrich Schneider (Linz, Austria), Michael Breuer (Zurich, Switzerland), and two anony­
mous referees. 
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Table 1 
Social and Private Insurance compared to the GOp, Several Countries 

Country 

France 
Germany 
Great Britain 
Italy 
Netherlands 
Spain 

* life insurance only. 

Social insurance in % 

1980 1984 

27.0 30.2 
30.1 29.5 
25.7 28.3 
24.4 28.4 
39.6 39.4 
15.7 17.7 

Private insurance in % 

1990 1984 1990 

28.0 4.3 5.9 
27.6 5.9 5.8 
26.2 7.1 9.7 
28.1 2.4 2.6 
39.8 5.6 8.1 
18.4 1.9 3.3 

1990* 

3.1 
2.2 
6.2 
0.7 
4.2 
0.9 

Sources: Yfantopoulos. 1. (1991). Financing of social security in the E.C., in: Pieters, D. (ed.), Social 
Security in Europe, Miscellanea of the Erasmus Programme of Studies Relating to Social Security in the 
European Communities, Brussels: Bruylant, pp. 217-237; Sigma of Swiss Re, several editions. 

and health. I Thus, it is in the domain of personal insurance where private and social 
insurance are close substitutes and where the division of labor between the two is at 
issue. Accordingly, this contribution focuses on personal insurance. 

As a matter of fact, in personal insurance premiums paid to social insurance 
schemes typically outweigh those paid to private companies by at least a factor of 
three. In Germany for example, contributions to social insurance added up to almost 
28 percent of Gross Domestic Product (GOP) in 1990, compared to 5.8 percent for 
private insurance (see Table 1). If one focuses on private life insurance (last column 
of Table 1), thus excluding e.g., motor and homeowner insurance where social insur­
ance is not present as a rule, this percentage drops to 2.2 percent, making social insur­
ance loom 12 times as large as its private counterpart. And even in the important 
insurance market of Great Britain, social insurance accounts for three times more pre­
miums than does private insurance. 

While the division oflabor between private and social insurance is heavily in favor 
of the social component, it is not immutable. During the later 1980s, the share of 
social insurance fell while that of private insurance increased in several countries. 
In Spain (and other countries of Southern Europe not shown), social insurance is 
still expanding, albeit at a lower relative rate than its much smaller private 
counterpart. 

These observations raise four important and interesting issues. 

(I) What are the factors determining the division of labor between private and social 
insurance? 

(2) What are the challenges confronting the existing division of labor? 

1 Following Atkinson (1991), no attempt will be made here to formally define social insurance. However, 
"social security" is understood as the component of social insurance whose benefits are retirement pen­
sions, possibly combined with widows' pensions. 
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(3) How can a given division of labor be judged in terms of efficiency? 
(4) Is there scope for an efficiency-enhancing change of the existing division oflabor? 

This contribution is organized around these issues. Its first part deals with the 
reasons that may give rise to social insurance, distinguishing between efficiency and 
public choice explanations. The second part is devoted to exogenous changes that may 
render the existing division of labor between private and social insurance inefficient. 
In the third part, a simple test for measuring the performance of the present division 
of labor is proposed. Finally, some efficiency-enhancing reforms and their chances of 
realization in the light of public choice theory are discussed. The standard of refer­
ence used throughout is the Pareto criterion in the guise of an expected utility pos­
sibility frontier. It is only on that frontier that the opportunity cost of pursuing a 
distributional objective can be correctly measured. However, distributional issues are 
already reflected in the discussion of topic (1), where political decision makers with 
their interest in gaining votes enter the picture. They surface again in topic (4), where 
obstacles to potential Pareto improvements are expounded. 

28.2 FACTORS DETERMINING THE DIVISION OF LABOR 
BETWEEN PRIVATE AND SOCIAL INSURANCE 

There seem to be two groups of factors determining the division of labor between 
private and social insurance. Traditionally, the literature has emphasized efficiency 
gains that may be achieved through (some degree of) compulsory social insurance 
[see Aarts (1997) for a recent survey]. It is doubtful, however, that efficiency reasons 
should result in a structure of premium payments so much biased in favor of social 
insurance, as shown in Table 1. 

The second group of factors relate to the interests of political decision makers. 
In a democracy, politicians must win votes (often the majority). One way to achieve 
this is to structure public expenditures (among them, the benefits of social insurance) 
in a way as to win the support of pivotal voter groups. 

28.2.1 Efficiency Reasons for a Division of Labor 

Mandatory insurance can result in a Pareto improvement for three reasons. One argu­
ment is based on the assumption that rich individuals are characterized by a certain 
degree of altruism towards poor ones. This invites free riding by others, which can be 
countered by compulsion. The second argument relates to asymmetric information 
problems in insurance markets. In particular, "bad" risks impose a degree of exter­
nality on the "good" ones, which may be internalized to some extent by mandatory 
insurance. The third argument states that insurance exhibits increasing returns to scale, 
which make social insurance a natural monopoly. However, increasing returns to 
scale (as suggested by early research) have been shown to be incompatible with the 
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structure and development of the North American insurance industry (Kellner and 
Matthewson, 1983). More recent studies [e.g., Fecher, Perelman, and Pestieau (1991)] 
fail to find evidence of increasing returns to scale precisely among French public 
insurers (which do not exactly match social insurers). Moreover, historically social 
insurance did not corne about because a private insurance company, profiting from 
returns to scale, became dominant. These considerations speak against the natural 
monopoly argument, which therefore will not be pursued any further. 

28.2.1.1 Altruism as a Reason for Mandatory Insurance Coverage 
The following argument is adapted from Pauly (1971, ch. 2). Let there be a poor indi­
vidual P whose marginal willingness to pay for insurance (MWTPp) falls short of the 
marginal cost (MC) of providing coverage (see Figure 1). Let there also be a rich 
person R that is concerned about the distress suffered by poor individual P in the event 
of an insurable loss (if the poverty of P were permanent, a simple gift rather than 
granting access to insurance would be the natural solution). Due to this utility exter­
nality, R has a marginal willingness to pay for insurance coverage to be enjoyed by 
P, which presumably decreases with the amount of coverage provided (see MWTPR•p 

in Figure 1). Insurance being a normal good, R's marginal willingness to pay for his 
own coverage is higher throughout, given e.g., by MWTPR•R• For simplicity, let the 
marginal cost of providing insurance coverage be constant and independent of the 
individual insured (MC). 

Vertical aggregation of MWTPp and MWTPR•p results in P's augmented willing-

MWTP 

Figure 1 

1* p 1* R 
Amount of coverage 

Positive Utility Externality due to Insurance of the Poor 
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ness to pay, MWTPp. Equating this with marginal cost Me determines the optimal 
solution, indicated by point Q*, with the premium subsidy amounting to S*Q*. The 
rich individual buys coverage It the allocation {It, I!} is efficient (i.e., Pareto 
optimal) because each individual's MWTP equals Me. 

Such a solution is unlikely to come about in a voluntary way, however. Other rich 
individuals, contemplating to buy insurance coverage on behalf of poor individual P, 
would be unwilling to disclose their willingness to pay, hoping for R to step in. 
Knowing this, R will shy away from disclosing his willingness to pay as well. In order 
to reap the external benefits of P's having insurance, the rich members of the com­
munity may agree to create a mandatory insurance scheme for the poor, to be paid 
for by compulsory contributions. Since neither MWTPp nor MWTPR,p are known, It 
is unknown also for a particular individual. This paves the way for uniform coverage 
with its concomitant loss of efficiency (possible savings in transaction costs are con­
sidered in section 28.2.1.3). It should also be noted that efficiency considerations do 
not require that the insurance be provided by the government; only its finance involves 
tax money. 

Conclusion 1. Altruism in conjunction with free riding may serve to explain the exis­
tence of mandatory insurance for the poor. Neither uniformity of benefits nor provi­
sion by the government follow from efficiency considerations, 

28.2.1,2 Adverse Selection as a Reason for Mandatory Insurance Coverage 
Under conditions of adverse selection, mandatory social insurance again serves to 
internalize an externality, But this time, the source of the externality is not a poor 
individual but a bad risk that cannot be identified as such by the insurer. The insurer 
knows that a pooling contract (with a premium calculated according to the average 
loss probability) can always be challenged by a competitor who offers better condi­
tions to good risks. Therefore, he wants to have a contract designed for the good risks 
that cannot be contaminated by the bad ones. However, this means he can only offer 
limited coverage to the good risks. In this situation, the good risks can obtain more 
total coverage by having some coverage mandated for everyone, 

The illustration of the argument in Figure 2 follows Dahlby (1981), building on 
Rothschild and Stiglitz (1976). In the contingent claims (Cl> c2)-space, let the two risk 
types have the same endowment point Q, A risk neutral insurer, charging the fair 
premium, is able to exchange wealth from the loss-free state (Cl) to the loss state (C2) 
along the line 1tf/(l - 1tf) for the good risk, with 1t1 denoting the probability of no loss 
occurring. The bad risks are characterized by a 1tf < 1tT, and therefore, their relevant 
insurance line runs flatter. Moreover, the slope of their indifference curve is given by 
dC2/dcl = -[1tfdU/dCl]/[(l - 1tf)dUldC2], i,e., the ratio of probability-weighted mar­
ginal utilities. Since Cl = C2 on the security line (implying dU/dCl = dU/dC2), this slope 
becomes 1tf/(l - 1tf), Equality of slopes indicates that the optimum must lie on the 
security line, such as H* for the bad risks (L * for the good risks). If recognized as 
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Figure 2 Pareto Improvement Under Adverse Selection 

such, the bad risks therefore are offered a contract at rather unfavorable terms which 
however still induces them to buy full coverage. 

The insurer may actually determine point H* in a trial and error process, offer­
ing a high-premium contract and observing some individuals buying full coverage 
nevertheless. Again by trial and error, he may determine the point S of Figure 2, where 
another group (the good risks) buys a policy featuring only very partial coverage but 
at a favorable premium. At the same time, the bad risks will not want to give up their 
full coverage (point H*) in favor of the other insurance policy (point S), where their 
indifference curve EUb, showing constant expected utility, passes. Therefore, under 
certain conditions the contract pair {H*, S} may constitute a separating equilibrium. 
The problem is that the good risks, being rationed at point S, would be attracted by a 
contract that offers more coverage at slightly less favorable terms than QG. Thus, a 
competitor conceivably could undermine the stability of the separating contract. 

Now let there be a mandatory scheme which can be administered by regulated 
private insurers. They would have to calculate a uniform risk premium on the basis 
of the share of good and bad risks in the population, assumed to be 50 percent each 
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for simplicity. Thus, the scheme can offer e.g., QQ' units of coverage at an averaged 
premium without jeopardizing its financial stability. Starting from Q', a private insurer 
may now search for another separating equilibrium, this time characterized by points 
{H**, S'}. For the bad risks, mandated coverage results in an unambiguous improve­
ment. Along QQ' they profit from the low probability of loss characterizing the good 
risks, permitting them to obtain full coverage (point H**) at a reduced total contri­
bution. However, in the example of Figure 2, the good risks profit from the manda­
tory scheme, too. For point S' indicates a higher level of expected utility, since it lies 
above EUg passing through the initial separating contract S. Thus, in this particular 
case, the fact that the private insurer rations coverage starting from Q' rather than Q 
is sufficiently beneficial to the good risk to outweigh the loss caused by having to pay 
a contribution to mandatory insurance that also reflects the presence of bad risks. It 
should be noted, however, that the equilibrium {H**, S'} can again be challenged by 
an alternative offering more coverage at slightly less favorable terms than Q'G'. 

Conclusion 2. Adverse selection problems can be alleviated by partial mandatory 
insurance, resulting in a Pareto improvement for both good and bad risks, provided 
the separating equilibrium in the private insurance market is not challenged. 

In a more recent contribution, social insurance (in particular social security) 
serves as an efficiency-enhancing complement to banks rather than private insurance, 
on the presumption that banks are unable to distinguish between good and bad credit 
risks (Reichlin and Siconolfi, 1996). 

28.2.1.3 Risk-specific Transaction Cost as a Reason for Mandatory 
1nsurance Coverage 

The following argument is a variation on Newhouse (1996), who notes that the policy 
concern is not so much the inability of the good risks to purchase full coverage but 
the inability of the bad risks to obtain the amount of insurance they desire. In fact, 
bad risks often fail to obtain coverage at all. 2 One reason for this phenomenon may 
be that insurers, while able to recognize bad risks, do not know their precise proba­
bility of loss.3 Thus, they not only attach a high probability of loss 1t~ = (1 - 1t~) to 
bad risks but also a great deal of uncertainty to its estimate. Due to the marked skew­
ness of the loss distribution in many lines, 1t2 is difficult to estimate in the domain of 
large losses, caused by bad risks. It is in this domain, however, that estimation error 
causes the risk of insolvency to increase. Managerial risk aversion, limited diversifi-

2 In the model of Newhouse, transaction costs arise because devising a policy that attracts good risks is 
costly. In the resulting pooling equilibrium, the bad risks obtain a positive amount of coverage. However, 
in U.S. private health insurance, sizable parts of the population are uninsured. 

J Another reason may be that the Rothschild-Stiglitz formulation is not sufficiently specific about the 
structure of moves in the insurance market. In the three-stage-game of Hellwig (1987), for example, insur­
ers make initial contract offers, individuals select a contract, but the company can reject the application. 



940 Handbook of Insurance 

G 

Cl = C2 

EUh 

B 

7th 
1 

1-7tf 

EU h 

B" 

Q 
EUh 

O~----------------------------------------------~Cl 

Figure 3 Risk-Specific Transaction Cost and Pareto Improvement 

cation of the risk portfolio, or public regulation therefore makes insurers add a safety 
loading to any policy that might attract bad risks. 

In Figure 3, the premium for the good risks is assumed for simplicity to be without 
such a safety loading. Therefore, their insurance line QG has slope 1tf/(l - 1tf), pre­
cisely as in Figure 2. The bad risks are offered a contract containing a proportional 
loading in excess of the fair premium; rather than being offered contracts along QB 
as in Figure 2, they face the still flatter (i.e., unfavorable) insurance line QB". Under 
these conditions, the bad risk shown does not opt for full coverage at point H* 
anymore but settles for no insurance at all (endowment point Q, yielding expected 
utility EUb). However, this also means that no separating contract along QG can be 
launched exclusively for the good risks because the bad risks would have every incen­
tive to buy it. For example, contract S (which did not dominate H* absent a risk­
specific safety loading) now dominates Q. In this situation, there is great scope for 
Pareto improvement through mandatory social insurance because a governmental 
scheme cannot become insolvent, allowing the uniform contribution to be calculated 
without a loading for the bad risk. Its premium calculation thus results in the rather 
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favorable insurance line QQ' (taken over from Figure 2). However, Q' is unlikely to 
become the new point of departure for separating contracts. The losses to be covered 
are still large for a private insurer, who therefore would continue to charge a safety 
loading for (suspected) bad risks. 

By increasing mandatory coverage to QQ+, the losses to be covered by the private 
insurer become smaller, permitting him to reduce the loading. For simplicity, let the 
loading become zero; thus, the insurance line Q+B+ shows the actuarially fair premium 
for bad risks. Accordingly, the bad risk can afford to buy full coverage (see point H**), 
while the good risk is offered a separating contract at S+. Thus, under mandatory partial 
insurance, a separating equilibrium {H* *, S+} replaces the separating equilibrium {H*, 
S}. Point H**, indicating full coverage at a reduced premium, is certainly preferred to 
H* by the bad risks. Point S+, indicating increased coverage but at a higher premium, 
may be preferred to S by the good risks. Note that since the slope of the indifference 
curve characterizing the good risks necessarily exceeds that of the pooled insurance 
line QQ+, full mandated coverage can never be optimal for the good risks. Therefore, 
Pareto improvement may only occur as long as compulsory coverage remains partial. 

Conclusion 3. Private insurers' inability to precisely estimate the probability of loss 
in the case of suspected bad risks may constitute an efficiency reason for mandatory 
insurance with partial coverage. 

However, even leaving aside government's own interest in mandatory insurance 
(see section 28.2.2.1), there are several conditions that make a Pareto improvement 
due to mandated insurance coverage less likely. These conditions will be discussed in 
the context of risk-specific transaction cost (Figure 3) but also apply to adverse selec­
tion (Figure 2). 

I. Transaction cost of private insurance. The more private insurance is loaded 
with transaction cost, the smaller the advantage for the good risks when pur­
chasing private insurance beyond the compulsory amount. In Figure 3, the line 
Q+G+ would rotate counterclockwise around the new endowment point Q+, pos­
sibly causing S+ to rank lower than Q+. 

2. Transaction cost of social insurance. Although it is often argued that manda­
tory insurance avoids a great deal of transaction cost (especially in the guise of 
sales expense), it is not without such cost (see below). In Figure 3, it is now the 
segment QQ+ that is rotated counterclockwise. Clearly, this hurts both risk types 
in a similar manner. 

3. Low share of good risks in the population. If the bad risks dominate, the con­
tribution to social insurance paid by the good risks becomes more and more 
loaded as it were. In Figure 3, the insurance line QQ+ more and more approaches 
the line QB, causing the good risks to lose their advantage while the bad risks 
continue to profit from the scheme, although to a lesser extent. 



942 Handbook of Insurance 

28.2.1.4 Moral Hazard as a Qualification 
While mandatory insurance mitigates or even solves the problems of adverse selec­
tion and risk-specific transaction cost, it is likely to exacerbate the other problem of 
asymmetric information, i.e., moral hazard effects (Stiglitz, 1983). Moral hazard can 
be controlled by putting a price on it in the guise of cost sharing or increased future 
premiums in response to current losses. During the life of a contract, the occurrence 
of losses generates information about likely moral hazard effects. Thus, at least 
in insurance lines characterized by a certain frequency of loss (such as health), 
experience-rating of premiums may be used in addition to cost sharing for limiting 
moral hazard. 

However, use of either instrument would require a good deal of justification on 
the part of the social insurer. Note that lack of knowledge about marginal willingness 
to pay for insurance may lead to uniform benefits (section 28.2.1.2). This uniformity 
does not sit well with a differentiation on the contribution side. 

On the other hand, a lack of premium differentiation certainly encourages moral 
hazard. Thus, the mere existence of the mandatory scheme serves to decrease the share 
of good risks and increase the share of bad risks in the population. This causes the 
good risks to possibly lose the Pareto improvement originally granted by compulsory 
insurance, while the bad risks still derive an (albeit reduced) advantage from the 
scheme, as argued in the preceding section. 

28.2.1.5 Slow Adjustment to Exogenous Change as a Qualification 
Industrial societies are undergoing major changes that require insurance products to 
be adapted (see section 28.3 below). Specifically, individuals are becoming less likely 
to be employed in the same firm, industry, and country during their work career. This 
has caused full portability of insurance benefits to become a major issue (in the case 
of the European Union, see e.g., Commission of the European Communities, 1992). 
Countries with generous social insurance schemes fear to be exploited by migrant 
workers who, after meeting minimal requirements for eligibility, claim benefits from 
their host country. On the other hand, since social insurance is financed by both 
employer and employee contributions in most countries, a change of employer gives 
rise to a conflict over whether portability of benefits extends to employer contribu­
tions. Moreover, in the case of international migration it has not been clear whether 
benefits of e.g., social health insurance can be claimed outside the country of origin. 

Adjustment of social insurance to these pressures has been slow because it usually 
must pass parliament (or even a popular vote in the case ofa direct democracy). These 
political processes are known for their sluggishness. Whereas social insurance is slow 
to adjust to change, private insurance must taylor its products to individual needs, at 
least if exposed to competition, which makes for a good deal of flexibility. 

28.2.1.6 Efficiency Reasonsfor Social Insurance: Summary 
Some degree of compulsory social insurance may improve Pareto efficiency because 
it helps to overcome externality problems, associated with free riding of potential 
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donors, adverse selection, and risk-specific transaction cost in the private insurance 
market. Being mandatory and uniform in its benefits, social insurance also recom­
mends itself in view of its low transaction cost. On the other hand, social insurance 
typically aggravates moral hazard effects, and it is slow to adjust to changes in the 
environment resulting in changed preferences of individuals with regard to insurance 
products. In the wake of restructuring and increased mobility, these disadvantages may 
well have increased importance in the future, calling for a modification in the divi­
sion of labor between private and social insurance. 

28.2.2 Public Choice Reasons for a Division of Labor 

28.2.2.1 The Public Choice View of the Political Process 
Starting in the early 1960s, a growing number of researchers applied economic analy­
sis to explain the behavior of actors in the public domain, viz. voters, lobbies, members 
of parliament, government, and bureaucracies [Mueller (1989), Niskanen (1971), 
Olson (1965)]. Their basic tenet is that representatives of these groups pursue their 
own interests very much like consumers and entrepreneurs in the market domain. 
For example, members of government want to stay in power. To this end, they must 
win an election. An important way to secure votes is by redistributing income and 
wealth in favor of one's own constituencies. For politicians in general, an excellent 
justification for such redistribution emanates from the argument that people may care 
about the welfare of their fellow beings (see section 28.2.1.1 above). Thus, the public 
choice view does not deny that political decision makers can contribute to Pareto 
improvements (by enabling altruism to become effective, thus enhancing social cohe­
sion). It merely argues that the necessity of gaining the votes of self-interested indi­
viduals causes them to also consider redistributional measures that do not have an 
altruistic motive. 

Among the more visible instruments of redistribution are taxes and public expen­
diture. However, public regulation can also be quite effective as a means of redistri­
bution. Thus, Fields et al. (1990) found that California's cap on automobile-insurance 
rates (Proposition 103) shifted wealth from owners of insurance companies (mainly 
non-Californian) to local consumers. In this particular instance, demand for and 
supply of regulation interacted as to make the bill pass the popular vote. 

More generally, the division of labor between private and social insurance can 
be viewed as the equilibrium outcome of the interaction of demand and supply of 
public regulation (Peltzman, 1976). Demand for regulation may originate with con­
sumers (e.g., the bad risks that do not obtain insurance coverage in the unregulated 
market). The supply side is governed by three groups of decision makers in the public 
domain, (1) politicians making up the government (or seeking to win the power to 
form the government), (2) members of the legislature, and (3) the heads of public 
bureaucracies. 

Specifically, the introduction of social insurance can be interpreted as a particu­
lar outcome on the continuum of intensity of regulation. The actual performance of 
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the insurance function by the government marks the high end of the intensity scale. 
However, the literature on insurance regulation has focused on the lower end of the 
scale, indicated by public regulation of private insurance [see Meier (1991)]. What­
ever the existing intensity of regulation and hence division of labor between private 
and social insurance, the public choice view reminds one of the stakes government, 
legislature, and bureaucracy have in preserving the status quo, resisting the efficiency­
enhancing changes to be discussed in section 28.5. 

28.2.2.2 The Government's Interest in Social Insurance 
Individuals pursuing their own interests in the political domain tend to select 
politicians for office with a view on the impact of their choice on their own economic 
well-being (Frey and Schneider, 1982). On the other hand, in a democracy politicians 
mu~t gain a majority of votes to be able to form the government; this can be achieved 
by redistribution of income and wealth in favor of pivotal voter groups (Mueller, 
1989). 

This redistribution need not only occur by a shifting of the benefits of public 
expenditure and the burden of tax finance. The same purpose may also be served by 
social insurance. Indeed, majority voting per se has been shown to cause a tendency 
towards excessive social security programs (Browning, 1975). The median voter will 
support these programs because he can count on obtaining its benefits too. However, 
the special advantage of social insurance seems to be that the very idea of insurance 
is redistribution. In private insurance, redistribution is by chance, between those indi­
viduals who were lucky not to suffer a loss and those few unlucky ones who obtain 
benefits in order to be compensated for their loss. It is an easy matter to inject an 
element of systematic redistribution into insurance because losses still occur by 
chance, making the detection of net contributions difficult for the insured.4 

In addition, social insurance protects not only the population but government 
itself. Without social insurance an economic slump would immediately spill over into 
the public budget, forcing changes that may not be compatible with the longer-run 
goal of re-election. Thus, social insurance acts as an automatic insulator, serving to 
protect the strategic budget from the vagaries of the economy. 

Unfortunately, there is little empirical work on the contribution of social insur­
ance to the chance of re-election of governments. There is an extensive literature 
on popularity functions, linking popularity surveys (which substitute for actual elec­
tions, which are a very rare event) to the unemployment rate and the inflation rate 
(Nannestad and Paldam, 1994). The investigation by Schneider (1986) adds social 
security and transfer payments (which together roughly match social insurance ben­
efits) as part of total public expenditure to the equation, along with additional con­
trolling variables. The results are presented in Table 2 below. 

4 This argument may provide a solution to the puzzle of why a desired income distribution is not simply 
achieved by nondistortionary income taxation (Pestieau, 1994). 
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Table 2 
The Contribution of Social Insurance Payments to Government Popularity 

Country Rate of inflation Rate of Social security and transfer 
Government unemployment payments, in percent of 
Period of public expenditure 
observation 

Australia -0.38** -1.32** 0.58** 
Party in power (-2.69) (-4.65) (4.43) 
1970-1977 
Monthly data 

Germany (West) -0.20** -0.43** 0.48(*) 
SPD/FDP-coalition (-2.71) (-2.81) (1.81 ) 
1970-1980 
Quarterly data 

USA -2.61 * -3.64** 0.67* 
Presidents (-2.41) (-2.88) (2.36) 
Kennedy/Johnson 
Nixon I and II, 
Ford 
1961-1976 
Quarterly data 

Taken from regressions containing additional explanatory variables. 
**, *, (*): Levels of significance, I percent, 5 percent, and 10 percent. t ratios in parenthesis, OLS 
estimation. 
Source: Schneider (1986). 

In two of the three countries examined (Australia and USA), spending on social 
insurance does appear to make a contribution to the popularity of the government (or 
the president in the case of the United States). In Germany, the estimated coefficient, 
while having the predicted sign, does not quite attain conventional significant levels. 
The contribution of social insurance to popularity is comparable to more conventional 
influences (such as the rate ofunemployment).5 

While there does not seem to exist more recent research into the contribution of 
social insurance to government popularity, van Dalen and Swank (1996) seek to deter­
mine whether social security outlays are used as an instrument for securing re­
election. Indeed, they find clear evidence that the Dutch government increased social 
security payments when it expected an election. They analyze government spending 

5 Taking the case of the United States as the example, the following elasticity comparison can be made. 
During the observation period, a unit change in the rate of unemployment would have amounted to one 
over roughly six percent, amounting to a relative change of approximately 17 percent. A unit change in the 
share of social security expenditure amounts to approximately one over 50 percent, or 2 percent. Thus, in 
order to make the regression coefficients comparable in terms of impulses of equal relative strength, the 
coefficient of the rate of employment has to be scaled down by a factor of 17/2 = 8.5. The coefficient per­
taining to the rate of unemployment of -3.64 therefore has to be divided by 8.5, resulting in -0.43, which 
is comparable in absolute value to the coefficient of the social insurance benefits variable (0.67). 
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Table 3 Evidence on the Use of Social Insurance Expenditure for Re-election 
Purposes, The Netherlands 

Dependent variable: Government spending (% of GDP in logs) 

Public goods Quasi-public goods Transfers 

Defense Infra- Public Education Health Social 
equation structure administration equation care security 

equation equation equation equation 

Share of old 3.461 ** 3.521* 
population 

Share of young 1.495** -4.863** 4.245** 
population 

Unemployment 0.728 1.926** 3.143** 
rate 

ELECe 0.065** 
ELECa 0.010 
ELECca 0.102** 0.045** 
ELECbea 0.091 ** 0.122** 
AR 4 1 1 0 3 3 
Sample period 1957-93 1954--93 1954-93 1953-93 1956--93 1957-92 
Adj. R2 0.985 0.951 0.982 0.989 0.998 0.994 

Note: Variables not shown are income, price, population size, ideological orientation of the cabinet, and a 
trend. Estimated with OLS. The symbols ** denote significance at the 5% level and * significance at the 
10% level. AR is the number of autoregressive terms, adj. R 2 is the adjusted coefficient of determination. 
Source: Van Dalen and Swank (1996). 

on public goods (such as defense), quasi-public goods (such as education) and social 
security transfers using annual data covering 35 years or more. They relate the GDP 
shares of these expenditures to GDP, relative prices, population size and structure, and 
ideological orientation of the cabinet. Of particular interest in the present context is 
the question of whether the structure of expenditure changes around election time [for 
a similar approach using Australian data, see Pommerehne and Schneider (1983). If 
so, this would provide evidence supporting the claim that government spending (and 
in particular transfers in favor of social insurance) are used as a means for winning 
an election. 

The evidence is presented in Table 3. There the dummy variable ELECe takes on 
the value of I if the current year is one of an expected election, and 0 otherwise. Like­
wise, ELECbea marks the three years before, during, and after an expected election. 
The main results in the present context are the following: 

During the 1957 to 1992 period, the election effect amounted to an extra 13 
percent of social insurance share in GDP, e.g., 17 rather than 15 percent of GDP 
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(estimated dummy coefficient 0.122; retransformation using the values I and 0 
of the dummy variable yields eO 122 - eO = 0.129). 
No other component of public expenditure appears to be used for re-election pur­
poses to the same extent. Expenditure on infrastructure comes close, with a coef­
ficient of 0.102. However, the significant positive coefficients pertaining to the 
population shares of the old and the young suggest that the Dutch government 
viewed social insurance expenditures as highly targeted and hence crucial for its 
purposes (which presumably is to stay in power). 

Conclusion 4. There is evidence based on popularity functions and increases of rel­
evant expenditure around election time which supports the view that governments use 
social insurance as an instrument for securing their re-election. 

While the emphasis on re-election provides an excellent opportunity for empiri­
cal analysis, it may distract from the fact that a government continuously is called 
upon to balance several interests in society. Van Velthoven and van Winden (1985) 
distinguish four such interest groups, viz. state sector workers (which include politi­
cians and bureaucrats), private sector workers, capital owners, and beneficiaries of 
social insurance. Using the assumption that the first group seeks a Nash bargaining 
solution under a budget constraint, they derive optimal levels of public employment, 
taxation, and social security benefits. Although they add a private sector, the model 
remains silent on the division of labor between private and social insurance because 
private insurance premiums are not singled out as an expenditure category. However, 
their analysis could conceivably be generalized in this direction. 

28.2.2.3 The Interest of the Legislature in Social Insurance 
In general terms, legislators seek to maximize their chance of re-election. This means 
they must allocate their effort and time in a way as to generate maximum political 
support (Ehrlich and Posner, 1974; Crain, 1979). For example, by preparing a bill in 
favor of mandated insurance, the legislator stands to gain not only the votes of con­
sumers who are judged bad risks by private insurers but those of good risks as well, 
in keeping with the argument developed in section 28.2.1.2 above. Even the private 
insurance industry may be in favor of such a proposal if the benefits due to the 
enhancement of demand for its products outweigh the costs in terms of regulation that 
invariably comes with the mandate (limits on premiums and premium differentials, 
prohibition of risk selection). 

A bill introducing social insurance to be administered by public agencies may 
still win political support from both risk groups due to the possible reduction of risk­
specific transaction costs (see section 28.2.1.3). In addition, both members of gov­
ernment and legislators have an interest in expanding the domain of their authority, 
which is served by the creation of these agencies. The one group against such a move 
is the private insurance industry, which however cannot easily muster political support 
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with voters. After all, only a minority of insureds receives benefits during a given year, 
while the majority just pays premiums. This leaves campaign contributions to legis­
lators as a channel of influence, where the insurance industry has to compete with 
other lobbies, however. 

28.2.2.4 The Interest of the Public Bureaucracy 
Public bureaucracies need to be distinguished from the government because its heads 
do not face an election constraint in the same way as members of the government do. 
In return, their influence on the formulation of public policy is somewhat indirect in 
that both parliament and government rely heavily on their advice in the design of leg­
islative proposals. Ever since Niskanen (1971), pay, prestige, and power have been 
proposed as important motives of leaders of bureaucracy [for a more recent account 
especially of the power dimension, see Boulding (1991)]. Social insurance is a very 
effective means for attaining these objectives. In fact, the provision of mandated insur­
ance could be delegated to private suppliers. Overseeing the operations of private 
insurers who have to comply with usually rather detailed regulation already requires 
a good deal of manpower (Meier, 1991). However, employment in public agencies and 
hence status and power of their leaders is at its maximum when public officials take 
over the actual administration of a social insurance scheme. In all, the interests of 
bureaucracy are best served if the division of labor between private and social insur­
ance is shifted in favor of the social component, likely beyond the point that would 
be deemed optimal from the individual insured's point of view. 

There does not seem to be much systematic empirical analysis of the relationship 
between the private-social mix of insurance and the power of public bureaucracies. 
However, there is some circumstantial evidence. As noted above, the provision of man­
dated insurance can be delegated to private suppliers. This solution should be observed 
in countries where bureaucracies are held in check, e.g., by a marked federalist struc­
ture or direct voter influence on the political process through popular initiative and 
referendum. The United States and Switzerland are (two otherwise very different) 
countries meeting these criteria, and in both, provision for old age and health insur­
ance is carried out by private companies or funds to a considerable degree (Folland, 
Goodman, and Stano, 1993, ch. 10; Cummins and Outreville, 1984; Zweifel, 1997). 

28.2.2.5 Public Choice Reasons for Social Insurance: Summary 
According to the public choice view, social insurance is the result of demand for 
and supply of regulation meeting in the political arena. While demand originates with 
consumers/voters dissatisfied with private insurance, supply is under the control of 
government, the legislature, and the public bureaucracy. To these groups, social insur­
ance is a very effective means for securing re-election and status and power, respec­
tively. Increasing the intensity of regulation (i.e., shifting the division of labor away 
from private to social insurance) thus carries low marginal costs in terms of votes 
lost (and may have a net benefit to the heads of public bureaucracy). The predicted 
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regulatory equilibrium therefore involves a great deal of social insurance in a 
democracy. 

28.3 THE FOUR CHALLENGES CONFRONTING THE EXISTING 
DIVISION OF LABOR 

The existing division of labor between private and social insurance has mainly 
involved during the two decades of fast economic growth following the second World 
War. Under the then prevailing circumstances, it may well have been appropriate. 
However, at the beginning of the 21 st century, several developments challenge the 
status quo. Some of them are of domestic origin, related to the demographic transi­
tion in industrial countries. Others originate in the world economy, having to do with 
accelerated technological change in international division of labor. In the following, 
two of each type are singled out for discussion. 

28.3.1 Domestic Challenges 

There seem to be two major challenges to eXlstmg insurance arrangements in 
industrial countries, viz. population aging and the increased number of single-person 
households. 

28.3.1.1 Population Aging 
Industrial countries will be confronted with an increase in their dependency rate 
starting in 2000 at the latest (see Table 4). In Germany for example, one hundred 
active persons will have to support no less than 42 aged persons, compared to 23 at 
the present. This development exerts a marked pressure of adjustment (Pestieau, 1994, 
p. 89). This can be seen by envisaging the extreme counter-example of a population 
without any social insurance at all. The following adjustments may be predicted: (1) 
Increased savings during active life to provide for old age; (2) increased purchase of 
private pension insurance, disability insurance, and health insurance; (3) deferral of 
retirement. Social insurance, having defined uniform benefit plans, typically imposes 
increased contributions [which is equivalent to response (2)], a move that is welcomed 
not only by the retired population but also by those approaching retirement, who 
expect to receive more benefits in present value than their contributions. However, 
viewed over the entire life cycle, the median voter is predicted to opt for less social 
security and more private saving [see Boadway and Wildasin (l989)V Similar prob­
lems confront social health insurance, where present working cohorts have an incen­
tive to opt out because they have to finance an increased number of aged through their 

6 Their analysis is couched in terms of a change in population growth. which however affects the depen­
dency rate. In the present context, this rate increases (which is equivalent to a slower rate of population 
growth in their model). 
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Table 4 Aging of the Population as Indicated by the 
Dependency Rate" 

Country 1987 1990 2000 2020 2050 

FR Germany 21.6 22.4 25.5 35.0 41.6 
France 20.2 21.1 24.1 31.1 37.6 
Great Britain 23.2 24.0 24.4 28.1 30.0 
Italy 19.6 20.8 24.6 30.0 37.9 
Spain 18.8 19.8 22.9 25.3 38.7 

'Dependency rate defined as: number of aged 65' Inumber of aged 
15-64. 
Source: Weber, Leienbach and Dohle (1994), p. 188. 

Table 5 Share of One-person Households in Selected 
Industrial Countries (in Percent) 

around 1960 around 1980 around 1990 

FR Germany 20 
France 20 
Great Britain II 
Netherlands 12 
Sweden 20 
U.S.A. 13 

30 
24 
22 
22 
33 
23 

33 
28 
27 
29 
36 
25 

Source: Roussel (1986); for 1990: Eurostat (1993), Statistical Abstract 
of Sweden (1991), Demographic Yearbook 1990, UN, New York 1992. 

contributions in the future (von der Schulenburg, 1989). These arguments suggest 
that the division of labor between private and social insurance has to be modified (see 
sections 28.4 and 28.5). 

2B.3.1.2 Increase of Single-person Households 
Historically, the family provided its members with a great deal of protection against 
adverse events. This function has been increasingly taken over by social insurance 
(Kotlikoff and Spivak, 1981). As evidenced in Table 5, dramatic changes in house­
hold composition are occurring in major industrial countries. Specifically, the share 
of one-person households has increased markedly since 1960, resulting in a doubling 
in the United States and even more than that in Great Britain and the Netherlands. 
While this development may be due to aged females surviving their spouses, the surge 
of divorce rates has also raised the share of one-person households at working age. 
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The following thought experiment may serve to illustrate the importance of 
this demographic change. Suppose that the probability of falling ill is 0.2 for two 
individuals living together in a household and that they are willing to provide some 
care for each other. Thus, they will have to rely on formal medical care only if 
both are sick, which occurs with 0.04 probability. By way of contrast, the head of a 
one-person household will use medical services with probability 0.2. Similar argu­
ments may apply to other lines of social insurance, such as unemployment, disability, 
and pensions as long as household members are willing to share benefits to some 
extent. 

This change of household composition requires an adjustment of contribution 
rates and benefits. If these adjustments occur across the board, in keeping with the 
uniformity typically governing social insurance (see section 28.2.1.1), they may entail 
unintended cross-subsidizations. Since competitive private insurance tends to weed 
out cross-subsidization, individuals may wish to adjust the private-social mix in 
insurance. 

28.3.2 International Challenges 

28.3.2.1 Accelerated Technological Change 
Triggered mainly by a marked fall in the cost of processing and transmitting infor­
mation, technological change has accelerated recently. This has important implica­
tions for both private and social insurance. 

Unemployment: The acceleration of technological change has caused acquired 
skills to depreciate at an increased rate. For affected workers, productivity falls 
short of the asking wage, with unemployment as a consequence. Social insurers 
would be in a unique position to make benefits conditional on (re)training effort 
by the unemployed. However, the political process has been slow to respond 
beyond adjusting benefits and contribution rates. This sluggishness (see section 
28.2.1.5) by itself speaks in favor of a changed division of labor between private 
and social insurance. However, Barr (1992, pp. 765-767) advances serious doubts 
that private insurance would provide a solution. He argues that incentives to 
engage in risk selection would be overwhelming, resulting in a "no-insurance" 
equilibrium for the bad risks, as in section 28.2.1.3. 
Provision for old age: Accelerated technological change results in an increased 
rate of depreciation of existing stock of human capital. Thus, many a worker 
losing his job not too far from retirement age will not deem an investment in 
human capital worthwhile anymore, causing him to become a "worse" risk. Once 
again, the risk composition of the insured population changes, with unintended 
cross-subsidization as a likely consequence. Those charged with the cost of the 
subsidy will redirect their demand from social to private insurance. 
Health care: Here, technological change seems to be of the product innovation 
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rather than process innovation type, with the consequence that it is usually 
cost increasing rather than cost reducing (Zweifel and Breyer, 1997, ch. 11). 
Managers of social health insurance are challenged to decide which of the newly 
available medical technologies are to be included in their (uniform) benefit plans. 
Their private counterparts could be expected to develop differentiated plans such 
that the additional benefits justify the increased premiums in view of their several 
groups of clients. Thus, the existing division of labor comes under pressure once 
more. 

28.3.2.2 Opening up to International Competition 
Up to the present, national social insurance schemes have not been exposed to inter­
national competition: (1) Individuals cannot choose the social insurance scheme they 
want to adhere to, and (2) they traditionally had to claim the benefits in the home 
country of the scheme. Restriction (2) has been lifted at least within the European 
Union, where full portability of social insurance benefits is the rule of the law, pur­
suant Ordnance (EEC) No. 1408/71, reaffirmed by the European Court of Justice on 
3 May 1990. Lifting restriction (1) might well be in the individual's interest too. As 
evidenced in Table 6, take-home pay is roughly similar in France, Great Britain, and 
Italy. At the same time, employee benefits in Great Britain fall far short of the other 
two countries (mainly due to increased reliance on tax finance). Depending on his 
income and the progressiveness of the tax schedule, a particular individual may well 
prefer the British over the French or Italian solution. 

Of course, Table 6 also points to a great deal of scope for international competi­
tion from the point of multinational enterprise. While its prime concern is total labor 
cost (relative to productivity), the share taken by employee benefits does have a certain 
importance. To the extent that employee benefits are imposed by social insurance, they 

Table 6 
Hourly Labor Cost in Manufacturing in Selected Industrial Countries (USD, 1993) 

Country Total Paid wage Employee benefits Share of employee 
(1) (2) (3) benefits (3)/(1) 

FR Germany 25.8 14.2 11.6 0.45 
France 17.2 8.9 8.3 0.48 
Great Britain 13.4 9.5 3.9 0.29 
Italy 16.4 8.2 8.2 0.50 
Japan 22.6 12.9 9.7 0.43 
Spain 12.3 6.8 5.5 0.46 
Portugal 4.7 2.6 2.1 0.45 
U.S.A. 16.8 11.8 5.0 0.30 

Source: Institut der deutschen Wirtschaft (Institute of the German Economy), 1994. 
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constitute a component of labor cost beyond control by the enterprise. For example, 
France and the United States look comparable in terms of total hourly labor cost (col. 
1). However in France, a full 48 percent of that total is (in the main) exogenously 
determined by the provisions of social insurance. In the United States, this share is a 
mere 30 percent, leaving a considerable amount of maneuver to the employer for influ­
encing total labor cost. Thus, multinational firms and their employees will be in favor 
of a shift toward more private insurance, where coverage can be easily extended to 
any country of residence. 

Conclusion 5. Both the domestic and international challenges considered suggest a 
new division of labor between social and private insurance. 

28.4 IMPROVING THE DIVISION OF LABOR BETWEEN PRIVATE 
AND SOCIAL INSURANCE 

28.4.1 Proposed Criteria 

Before engaging in discussion about possible improvement, it is necessary to define 
the criteria by which any change should be judged. The proposed criteria are the fol­
lowing, to be justified below: social adequacy, efficiency, flexibility, and transparency 
[for a more comprehensive list, see Barr (1992)]. 

Social adequacy: Given that access to insurance creates a positive externality in 
society (see section 28.2.2.1 above), every member of society should have access 
to insurance under all circumstances, including in particular unemployment and 
bad health. It should be noted, however, that this does not imply that the insur­
ance mechanism as such must redistribute income and wealth in a way that is 
partially systematic rather than governed by chance. Access to insurance may 
very well be guaranteed through earmarked transfers. 
Efficiency: In general terms, private and social insurance should, in their 
combination, permit individuals to make the most out of their disposable 
resources. In section 28.4.3, this objective will be operationalized to mean that 
individuals should be on the efficient frontier of asset allocation, abstracting 
from the problem that some preferred points on this frontier may not be attain­
able because of the uniformity of social insurance. Efficiency then depends 
on the cost of insurance (in the main, insurers's administrative expense) on 
the one hand and expected future benefits on the other. The latter hinge on 
the development of productivity in the economy, which in turn depends on indi­
vidual decisions with regard to consumption and saving and labor and leisure, 
respectively. 

As pointed out by Mitchell and Zeldes (1996) and Reid and Mitchell (1995), 
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social security administration costs are only one-fourth of those for private 
pension systems in the United States. Similar ratios may be expected to hold in 
other branches of insurance and other countries. 

With regard to household incentives to save, the review by Barr (1992, p. 
773) confirms the earlier finding of Aaron (1982), suggesting that at least in the 
United States, there is little evidence of a systematic effect. Household work 
incentives may be little affected as long as in both old age provision and unem­
ployment insurance, a close link between contributions and benefits is maintained 
(Diamond, 1977). However, Moffitt (1992) concludes in his review that the major 
U.S. welfare schemes do reduce labor supply. 
Flexibility: In view of the challenges impinging on existing insurance mecha­
nisms (see section 28.3), individuals should have the opportunity to adjust in an 
attempt to catch up with their changing efficiency frontier (see section 28.4.3). 
Now social insurance parameters cannot be changed very easily. In a democracy 
at least, a majority of parliament (in direct democracy: of voters) must be found. 
This is a time consuming process. By contradistinction, private insurers (unless 
hindered by regulation) are able to develop and market a new product in short 
time. 
Transparency: Both private and social insurance are characterized by a good 
deal of small print. Even seemingly simple Pay-as-you-go (PAYG) social secu­
rity systems become complex once benefits are tied to previous contributions, 
which moreover need to be scaled up according to some formula in order to let 
the retired participate in income growth. In addition, social insurance too stipu­
lates the precise conditions under which benefits are paid, likely in an attempt to 
control moral hazard. However, in the domain of competitive private insurance, 
lack of transparency (as perceived by the consumer) creates profit opportunities 
for a company that launches a new, "simple-to-use" product-in return for a 
higher premium or rate of cost sharing, of course (Eisen, Miiller, and Zweifel, 
1993). By way of contrast, a public monopoly insurer lacks the incentives to react 
in such a way. 

28.4.2 Choice of Conceptual Framework 

Traditionally, the division of labor between private and social insurance has been 
regarded as purely political. Indeed, there are several features of social insurance that 
seem to set it apart from private insurance (Thompson, 1983, p. 1436): 

The connection between benefits and contributions is loose in social insurance; 
There are no contractual rights to benefits; 
Contributions are compulsory; 
There are no substantial financial reserves. 
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These divergencies have led to three competing conceptualizations of social 
insurance, viz. the tax-transfer model, the insurance model, and the welfare-annuity 
model. 

Tax-transfer model: Social insurance is simply a redistribution mechanism 
[Pechman, Aaron and Taussig (1968)]. Accordingly, there is no particular reason 
why its benefits should be related to contributions, which amount to a tax on labor 
income. Moreover, contributions should reflect current ability to pay while ben­
efits should be distributed according to value judgments prevalent in society. 
Finally, under this model there is no apparent need to analyze the incentive ef­
fects of social insurance beyond the current period; life-cycle effects can be 
disregarded. 
Insurance model: According to this conceptualization, individuals compare the 
present value of benefits from and contributions to social insurance, taking into 
account that they are to some extent connected during a given period. Accord­
ingly, emphasis is on life-cycle rather than current-period incentives. With regard 
to distributional issues, there is a trade-off between individual equity (calling for 
equality of life-time benefits and contributions) and social adequacy (Diamond, 
1977; Viscusi, 1979). 
Annuity-welfare model: This conceptualization strikes a balance between the 
other two. It maintains that the social insurance mechanism has to serve redistri­
butional objectives. Thus, benefits are decomposed into a social adequacy 
component and an individual equity component (which is defined by the equal­
ity of benefits and contributions in present value).7 The redistributional com­
ponent then could be treated like a separate tax-transfer program, while the 
remainder (the individual equity component) continues to be examined in a life­
cycle context. 

In the following, a variant of the insurance model will be adopted. This permits 
to judge both social and private insurance by the same standard of performance. In 
this way, the existing division of labor between the two modes of insurance can be 
evaluated for all branches of insurance simultaneously. 

28.4.3 Efficient Asset Allocation as the Standard of Performance 

An insurance arrangement, private or social, can be viewed as an asset position of the 
individual. This view, pioneered by Doherty (1985), is becoming increasingly popular 
as banks and insurers begin to offer combined products. In the domain of private insur-

7 By the same token, one might also decompose the contribution side into an actuarial component 
(reflecting the risk-based contribution) and a redistributional component. 
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ance, a policy may be viewed as a financial instrument having an expected rate of 
return (fl) and variance of return (0-2). This holds not only for policies with a savings 
component such as whole life insurance. Since the benefit side of any insurance policy 
is stochastic, its return is a stochastic quantity too inspite of possibly deterministic 
premium flows. 

However, exactly the same argument holds for all lines of social insurance. This 
is most visible in the case of public pensions, where a comparison between contribu­
tions paid and benefits received in present value can be expressed in a rate of return. 
Although most public pension plans have defined benefits, they continue to have a 
positive variance of return for at least three reasons. 

Benefits are triggered by events that are not fully under the control of the indi­
vidual, such as early retirement caused by bad health. 
To the extent that benefits are in nominal terms, the rate of inflation injects an 
element of volatility into public plans. 
Benefits may be scaled downward by political decree, and details of the benefit 
formula can usually be changed by administrative fiat, causing future pensions to 
be subject to a good deal of political risk. 

These features characterize other lines of social insurance as well, which may 
therefore be viewed as financial instruments of a certain volatility. 

In Figure 4, the line EE' symbolizes the efficient frontier of an insurance portfo­
lio, freely choosen by a fully informed individual. Its shape is the more strongly 
concave the more the returns on the elements of the portfolio are positively corre­
lated. Depending on his or her degree of risk aversion, the depicted individual would 
opt for a preferred combination -..2f. expected return and volatility such as point C**, 

yielding an expected utility of EU. The creation of mandatory social insurance has 
two effects. First, the individual is offered a new portfolio not available before, sym­
bolized by the frontier EsE;. It has three features. (I) Fixed contributions and uniform 
benefits usually do not leave much of a choice. Accordingly, EsE: covers a limited 
range of {fl, 0-2} -combinations. (2) The minimum variance portfolio of social insur­
ance (given by point E;) probably has smaller volatility than its counterpart that could 
have been achieved without social insurance (point E'), although the risks mentioned 
above may cast some doubt on this proposition. (3) At least in the neighborhood 
of the minimum variance portfolio, social and private insurance do not differ sys­
tematically in their expected rates of return (cf. points E:, E' and E; in terms of fl). 
Of course, the frontier EsE; may lie much higher for those who profit from redis­
tribution in social insurance; conversely, it runs lower for those who finance this 
redistribution. 

The second effect is that the efficient frontier pertaining to private insurance shifts 
inward, to EpE;. With parts of the individual's resources tied up in social insurance, 
some private insurance products (requiring large upfront payments e.g.) are now out 
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E 

EU 

o 
Figure 4 Private and Social Insurance as Portfolio Components 

of reach. The combined efficiency frontier EpE; is the envelope of all the frontiers 
derived from combining some portfolio contained in EsE; with some other portfolio 
from EpE~ [see Doherty (1985), Ch. 6]. On the whole, the combined efficiency 
frontier EpE; is likely to reflect an efficiency loss relative to EE', for the following 
reasons: 

1. Imperfect pooling: In social insurance even more than in private insurance, many 
risks cannot be combined to be covered under one policy. This prevents social 
insurers from a full pooling of their risks. The efficient frontier applicable to social 
insurance thus runs lower and more strongly concave, such as EsE; in Figure 4. 
The frontier may even shrink to a single point if there is no choice element left. 

2. Restricted investments: Social insurers typically must invest their reserves in a 
very narrow selection of assets, mainly government bonds. This has the same two 
effects (inward shift, increased concavity) on the individual's efficiency frontier 
as imperfect pooling. 

3. Lack of currency diversification: Benefits of and contributions to social insur­
ance are invariably denominated in the national currency, thus obviating individ­
ual choice of currency in the interest of risk diversification. For example, a 
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Canadian worker cannot enroll in a Canadian social insurance program whose 
benefits would be paid in U.S. Dollars. This once more serves to increase the con­
cavity of EsE;. 

The individual can now pool the asset positions offered by social insurance (EsEs) 
and private insurance (EpEp) to reach the combined frontier EpE~. In Figure 4, the 
optimum allocation C* has a reduced expected utility level EU. 

Of course, social insurance can also have efficiency-enhancing effects. Apart from 
those mentioned in section 2.1, individuals may be away from the efficient frontier 
to begin with, due e.g., to lack of information. Moreover, a strongly risk-averse indi­
vidual would rank C* (with social insurance) higher than C** (no social insurance) 
in Figure 4. 

Finally, social insurance may be a vehicle of paternalism on the part of the policy 
maker, who may decide that an optimum such as C** in Figure 4 is too risky. To the 
extent that social insurance indeed offers a low-volatility portfolio such as EsE;, the 
final allocation may be less risky (such as C*). However, as long as individuals are 
free to purchase private insurance (let alone other financial assets), they might actu­
ally increase the total amount of volatility in their portfolio by simply purchasing high­
risk products such as private health insurance with high deductibles. 

The issue to be addressed at this point is whether the existing division of labor 
between private and social insurance helps individuals to approach the efficiency fron­
tier E'E'. In the investigation sketched in the following subsection, expected rates of 
return Il of different lines of both private and social insurance will be disregarded. 
This can be justified at least to some extent. As to private insurance, its products must 
have roughly the same 11 as any other financial instrument. As to social insurance, at 
least its pay-as-you-go schemes have a "biological rate ofretum" given by the growth 
of the labor force (Samuelson, 1958). This rate may exceed or fall below the real rate 
of return on financial assets; there is no particular reason for the difference to go either 
way [see Zweifel (2000) for some evidence]. Therefore, the division of labor between 
private and social insurance can be studied approximately in terms of its effect on 
asset volatility. 

28.4.4 Some Empirical Evidence 

Payments by different lines of insurance may be viewed as part of an individual's 
assets. They are stochastic for two reasons. First, insurance benefits must be triggered 
by a hazardous event. Second, however, they may be more generous or more scanty 
than expected, depending on the insurer's interpretation of small print. Now if 
expected payments are chosen by the individual as to minimize final asset volatility, 
the second, unexpected component becomes decisive.8 Indeed, across insurance lines, 

8 Insurance contributions are neglected in the argument because they typically are non stochastic (,There 
are three certain things in life, death, taxes, and insurance premiums"), 
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unexpected deviations from expected benefits should be uncorrelated if final asset 
volatility would otherwise be reduced to zero and negatively correlated if it would 
otherwise still be positive [see Zweifel (2000) for a formula]. 

At the aggregate level, the unexpected component of insurance payments may be 
approximated by trend deviations. In an exploratory study, Zweifel and Eisen (1996) 
tested whether these trend deviations are positively or negatively correlated in the 
case of Germany and Switzerland [for the United States, see Zweifel (2000)]. The 
results for German private insurance are given in part A and those for their u.s. 
counterparts in part B of Table 7. 

Positive correlations prevail in Germany, with the only exception of private dis­
ability insurance (PDI), which shows some (not significant) negative correlations with 
trend deviations in the remaining lines of private insurance. As a whole, then, private 
insurance in Germany does not seem to contribute much to decreasing volatility in 
individual assets. 

In the United States, private insurance may be claimed to make a much more 
marked contribution to the reduction of asset volatility. Among the three personal lines 
distinguished, trend deviations are uncorrelated or even negatively correlated. 

Table 8 displays the results of the correlation test with regard to social insur­
ance. In Germany, positive values abound once more. In the United States, Workers 
Compensation appears to fill unexpected gaps left by Old Age and Survivors, 
while Medicare hospital benefits step in to make up shortfalls in Workmans 
Compensation. 

Therefore, presumably through its piecemeal historic development, German 
social insurance does not serve to dampen asset volatility. However, the insurance 
mechanism as a whole may still perform well if shortfalls in social insurance bene­
fits were made up by generous payments by private insurance. Unfortunately, the evi-

Table 7 
Correlations of Trend Deviations in the Benefits of Private Insurance 

A: Germany 1975-1993 

PLI PHI 

PLI 1 
PHI 0.37 1 
PDI -0.19 -0041 
PGI 0.54* 0.76* 

PLI: Private life insurance. 
PHI: Private health insurance. 
POI: Private disability insurance. 
PGI: Private general liability insurance. 

8: United States, 1974-1992 

PDI PGI PLI PHI PDI 

1 
0.28 1 

1 0041 0.11 
-0040 n.a. n.a. n.a. 

*: Correlation coefficient significantly different from zero (5% significance level or better). 

PGI 
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Table 8 
Correlations of Trend Deviations in Benefits of Social Insurance 

Germany, 1975~1993 United States, 1974-1992 

OAS WC DI UI HI OAS 

OAS 
WC 0,91' ~O.64* 

J)J 0.91* ~0.41 

UI 0.76* 0.83' 0.83' 0.02 

( MCH n.a. n.a. n.a. n.a. 0.82* 
HI MCS 0.45 0.67* 0.67* 0.65* ~0.29 

MA n.a. o.a. n.a. n.a. n.a. ~O.SS* 

OAS: Old age and survivors insurance. 
WC: Workers compensation (Germany: Accident insurance). 
Dl: Disability insurance (Germany: Accident insurance). 
UI: Unemployment insurance. 

WC DI 

0.77* 
0.24 0.70* 

~0.6S* ~0.21 

0.31 0.16 
0.84* 0.93* 

UI 

I 
0.28 
0.29 
0.63* 

MCH MCS 

I 
~0.31 I 
~0.40 0.33 

HI: Health insurance (U.S.: divided into MCH Medicare hospital, MCS Medicare supplementary, MA Medicaid). 

MA 

dence presented in Zweifel and Eisen (1996) and Zweifel (2000) does not support this 
view, in particular for Germany. 

Conclusion 6. An analysis of correlations between trend deviations of aggregate 
private and social insurance payments suggests that in Germany (but less so in the 
United States) the insurance mechanism as a whole causes individuals' asset volatil­
ity to be unnecessarily high. 

Of course, conclusion 6 is extremely preliminary. Correlation of insurance ben­
efits might well be negative at the individual level, with a common stochastic shock 
transforming it into positive at the aggregate leveL For example, in an economic down­
swing, not only does the number of beneficiaries of unemployment insurance rise but 
also the number of beneficiaries for old age provision due to early retirement. In order 
to shed more light on this issue, life cycle observations are needed which show the 
impulses impinging on the individual as well as the payments of the different lines of 
insurance (both private and social) over time, In this way, the contribution of the insur­
ance mechanism to the reduction total asset volatility could be assessed. 

28.5 SUGGESTIONS FOR AN IMPROVED DIVISION OF LABOR 
BETWEEN PRIVATE AND SOCIAL INSURANCE 

28.5.1 Three Proposals 

The following three proposals are designed to enable individuals to better reach the 
efficiency frontier for their assets, among which figure their private and social insur­
ance provisions. These are the abolishment of separation of lines in insurance, design 
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of umbrella policies and provisions having the stop-loss property, and hedging of 
domestic risks having positive correlation on international insurance markets. 

Abolishment of separation of lines: As long as insurers have to hold reserves 
for their lines of business separately, they cannot profit from risk diversification 
to the greatest amount possible. Historically, public regulation of insurance sought 
to build "firewalls" between life and nonlife insurance in order to prevent cross­
subsidization of premiums in favor of nonlife business, using up reserves 
accumulated in life business. Until recently, there was no way of distinguishing 
cross-subsidization from efficient use of pooled reserves. Ever since Kahane and 
Nye (1975), however, it is possible to establish whether a company with a par­
ticular collection of assets and liability lies on the efficient frontier. 

For the consumer, an integration of lines would mean additional benefits for 
the same amount of contributions. This is also true of social insurance, where the 
separation of lines is imposed by the different agencies involved, such as the 
Social Security Administration and the Medicare Administration in the United 
States. Cross-subsidization often occurs in a haphazard manner, with politicians 
doing away with the deficit of one program by taking away any surplus from 
another program. 
Creation of umbrella policies: With the separation of lines abolished, it should 
become possible for private insurers to create umbrella policies with a common 
stop-loss feature. This would be a clear gain for risk-averse consumers. For as 
long as there is less than full coverage in several policies (replacement rate less 
than 100 percent in Workers Compensation, copayments in health insurance), con­
sumers face the risk of an accumulation of such limitations. As shown by Arrow 
(1963), risk-averse individuals prefer to have full coverage beyond a deductible, 
i.e., a stop-loss contract. Such a contract could make them pay e.g., 5,000 Dollars 
out-of-pocket regardless of the cause of the loss. Beyond this common deductible, 
coverage should be complete unless moral hazard effects are an important con­
sideration, in which case some amount of coinsurance may have to be imposed 
(in particular in health insurance). 
Hedging of risks on international markets: Consumers demand a great deal of 
(actuarially fair) insurance coverage if their assets prior to insurance are positively 
correlated (Doherty and Schlesinger, 1983). The three assets in question are 
health, wealth, and wisdom (with the latter symbolizing skills of value in the labor 
market). These three assets are likely to be positively correlated. For example, 
without insurance a spell of bad health entails a loss of wealth too because of the 
cost of medical care and the loss of labor income. Likewise, a loss of value of 
one's skills ("wisdom") easily results in health problems, especially if associated 
with unemployment. 

Insurers avoid covering positively correlated risks under one policy (unless 
they sufficiently save on administrative expense by doing so). However, with the 
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growing internationalization of insurance markets, positively correlated risk port­
folios in one country can be hedged using positively correlated risks in some other 
country. For example, a portfolio in Germany, consisting of policies covering 
health and old age, could be matched with a similarly composed portfolio in a 
Pacific Rim country where demographic aging will occur much later. 

Clearly, such internationalization is not compatible with national compulsory 
pools designed to include the bad risks on uniform terms. However, the subsidization 
solution presented in section 28.2.1.1 may be applied. Through a subsidy, the 
willingness to pay of the bad risks is increased to the level of their marginal cost of 
insurance, which now equals the insurer's opportunity cost of complementing its risk 
portfolio in the country considered rather than somewhere else. This means that the 
possible efficiency gain from forced pooling (see section 28.2.1.3) would have to be 
given up; on the other hand, the risk-specific transaction costs (which are the cause 
of these gains) also lose importance in view of the improved hedging possibilities 
available to international insurers. 

28.5.2 Implications for the Division of Labor between Private and 
Social Insurance 

There is reason to believe that the three reform steps outlined in the preceding section 
can be achieved better by private rather than social insurance. Social insurance 
typically consists of separate programs each with its specific eligibility conditions 
and restrictions on benefits. The creation of umbrella policies would therefore call 
for an integration of these programs, along with the agencies running them. Whether 
such an integration into one large administration is in the consumers' interest has 
to be strongly doubted. Finally, social insurers cannot easily hedge risks on inter­
national markets. Based on their very mission, they must insure domestic but not 
foreign persons. Moreover, they may be constrained to hold their assets in domestic 
currency. 

On balance, these reform steps suggest an enlarged role of private actors. The 
implications of increased privatization have been expounded by Mitchell and Zeldes 
(1996). They advocate two-pillar solution for old age provision, with the first pillar 
guaranteeing a minimum pension for retirees who contributed to the existing system. 
The second pillar would be a fully funded, individual, defined-contribution account, 
held by individuals with financial institutions of their choice. The transition to such a 
predominantly funded system would entail losses of promised benefits to current 
retirees, who however could obtain special government bonds for compensation. 

In a simulation for Germany, Borsch-Schupan (1997) calculates the burden of 
a transition to a fully funded social security system. For the cohorts born between 
1946 and 1964, the average worker would have to save an additional 190 DM 
per month (130 USD at 1997 exchange rates), which has to be compared with the 
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1,100 DM monthly he contributes under the current PAYG system. In return, cohorts 
born after 1964 would increasingly profit from the transition to a funded system, with 
the difference amounting to almost 1,000 DM (600 USD monthly) for those born after 
2010. 

Conclusion 7. Three reforms that would enable individuals to come closer to the effi­
ciency frontier are abolishing the separation of lines, creation of umbrella policies, 
and international hedging of risks. They tend to favor private over social insurance in 
the division of labor between the two. 

28.5.3 Obstacles to Reform 

The public choice considerations expanded in section 28.2.2 above lead to the pre­
diction that demanders and suppliers of regulation will resist any movement away 
from the prevailing equilibrium, unless they themselves experience a change in the 
costs or benefits of regulation. Evidently, the proposals outlined in the preceding 
section amount to a reduction in the intensity of regulation. Accordingly, objections 
will be voiced by some consumer groups, some members of government, the legisla­
ture, and public bureaucracies [for an analogous argument in the case of deregulation 
of telecommunications, see Knieps and Schneider (1990)]. 

Resistance from consumers. A majority of consumers will get more security 
for their money if the proposals are realized. However, a private insurer will 
charge risk-based premiums because group insurance with its inherent cross-sub­
sidization is not compatible with the creation of umbrella policies and integration 
across several lines of business in insurance. Risk-based premiums will make 
some individuals pay very high contributions even for minimum coverage of their 
health, old age, and unemployment risks. For these individuals, public welfare 
will have to step in, enabling them to buy a reduced amount of mandated insur­
ance coverage from the provider of their choice. 
Resistance from the government. By changing the division of labor in favor of 
private insurance, the government partially renounces to a powerful instrument 
available for securing its success in re-election (see section 28.2.2.2). However, 
the challenges described in section 28.3 jeopardize the financial equilibrium of 
social insurance, whose deficits must be covered out of the public purse. This 
deprives the government of the means for financing other public expenditure, with 
negative effects on the chance of re-election. Thus, there is a trade-off involved 
which may cause the government to adopt a privatization policy. 
Resistance from the legislature. Legislators must also consider a trade-off in 
terms of political support. On the one hand, consumers who lose the cross­
subsidization inherent in social insurance without being fully compensated by 
public welfare payments may turn to a competitor at election time. On the other 
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hand, private insurers are able to provide campaign contributions, which will help 
to make up for the lost votes. 
Resistance from the public bureaucracy. The agencies administering the social 
insurance programs are probably the major losers in a privatization program. 
Through their regular contacts with their clientele (which includes almost a 
country's entire population at present), they can easily inform about the draw­
backs of privatization. Moreover, they can provide slightly biased expert opinion 
to legislators and members of government. Their resistance may well constitute 
the most formidable obstacle to a change in the mix of private and social 
msurance. 

Nevertheless, it seems that the heyday of uniform national solutions for covering 
the essential risks with regard to health, wealth, and wisdom is over. In order to 
improve the overall performance of insurance mechanisms, mandatory coverage in 
the domain of social insurance may be reduced to low levels in order to grant indi­
viduals having additional insurance needs full flexibility of choice in contracting for 
supplementary coverage. This coverage might well be provided by private insurers, 
who increasingly have an opportunity to hedge their risk portfolios internationally. 
Through this modification of the division of labor between social and private insur­
ance, individuals may be helped in their effort to manage their assets over the life 
cycle. 
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Equity financing, 527-533 
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Executive compensation, 698--699 
Expected utility 

optimal insurance, 97-113 
transaction costs, 10 1-11 1 

Experience rating, 459-500 
bonus-malus systems, 496-498 
cost of claims, 496-498 
empirical results, 493-498 
heterogeneous models 

examples of, 466-472 
model for cost of events, 470-471 
model for number, cost of events, 471-
472 
multi equation models for number of 
events, 470 
single equation models for number of 
events, 466-469 

longitudinal data, 472-481 
models with heterogeneity, 463-472, 481-
485 
Poisson models, 485-489, 493-496 
scorebbased inference, 485-489 
tariff structure, 462-463 

Falsification, state, costly, 331-336 
Financial markets, 23-24 
Financial pricing models 

CAPM, 625--627 
derivatives, 644--646 
discounted cash flow 

continuous time, 646--651 
discrete time, 627--633 

insurance as risky debt, 623-625 
option pricing, 633-644 

Financial pricing of insurance, 625--627 
Financial risk management 

corporate hedging, 578-585 
determinants, 570-575 
empirical evidence, 575-578 
private information, 578-585 

First order risk aversion, 70-75 
First-order stochastic dominance, 119-120 
Fisher model, 545 
Fraud 

col1usion with agents, 352-356 
costly state falsification, 331-336 
costly state verification, 317-331 
credibility, 348-352 
empirical tests, 407-412 
life insurance, 925-926 
morale cost and adverse selection, 343-348 

Frequency of claims, 429-430, 432-439 
Frequency risk, 493-496 
Ful1 commitment, 194-201,213-216,402 

General distribution of accidents, 167-171 
Geneva Association, 3 
Government interest, in social insurance, 944-947 

Hedging, corporate, 578-585 
Heterogeneity, 463-472, 481-485 
Hidden information, 246-260 
High-risk, 190 
Household insurance, 834 

Incentive, 159 
Incomplete information, 235 
Increase in risk, 117-130 
Increasing uncertainty, 117-129 
Independent agency, 718-730 
Information, 365-391, 395-414 
Information asymmetry, 365-391, 395-414 
Information problems, 425-429 
Insurance 

optimal policies, 99-113 
as source of non-expected utility, 79-82 

Insurance benefits, 99-113 
Insurance claims frequency, 493-496 
Insurance classification, 245-274 
Insurance contracts, 703-704 
Insurance demand, 131-151 

background risk, 146-150 
changes 

in risk, 117-130 
in risk aversion, 137-138 
in wealth and price, 135-137 

default risk, 143-146 
multiple risks, 142-150 
non-expected utility, 52--62 
self-protection, 138-140 

Insurance design, 97-115 
Insurance distribution, 699-701, 709-745 
Insurance economics, 4-8 
Insurance financial management, 565-588 
Insurance fraud 

col1usion with agents, 352-356 
costly state falsification, 331-336 
costly state verification, 317-331 
credibility, 348-352 
empirical tests, 407-412 
life insurance, 925-926 
morale cost and adverse selection, 343-348 
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Insurance inputs, 795-804 
Insurance markets for pensions, 886-890 
Insurance output, 788-795, 799-804, 834-842 
Insurance paradigm, 37 
Insurance policy design, 97-113 
Insurance pricing, 718-730 
Insurance rating, 462--463 
Insurance theory, 3-33 

without infonnation problems, 35-151 
Insurer performance 

econometric frontier method, 777-782, 784-
786 
economies of scale and scope, 812-818 
efficiency and productivity concepts, 770--
777 
efficiency and productivity estimation, 777-
788 
efficiency score, 804-812 
insurance inputs, 795-804 
insurance output, 788-795, 799-804 
mathematical programming method, 782-
786 
total factor productivity, 774-777, 786-788, 
818 

James-Stein predictors, experience rating, 
477--478 
Joskow, insurance economics of, 8 
Judgment proof problem, 289-291 

Labor productivity, workers' compensation and, 
451--452 
Law of iterated logarithm, 197 
Legal liability, 279-283 

deterrence and, 279-286 
Legislature interest, in social insurance, 947-948 
Liability hedge, 523-527 
Liability insurance, 277-279 

bundling defense, 286 
competition, 296 
contract interpretation, 293-294 
correlated risk, 291-293 

sources of, 291 
crisis, 294-30 I 
deterrence, 279-283, 287-289, 302-303, 
305-306 
indemnity, 286 
judgement proof problem, 289-290, 289-
291 
legal liability, deterrence and, 279-286 
liability insurance system, 301-306 

litigation, 293-294 
moral hazard, 283-287 
optimal copayment, 284-286 
optimal insurance contracts, 279-287 
price volatility, 296 
tort liability, 301-306 
tort reform, 306 
underwriting cycle, 296 
undiversifiable risk, 291-293 

Life insurance, 906-907 
asymmetric information, 921-922 
contract, 906-907 
contract theory, 918-926 
distribution, 715-718 
economic accounts, 833 
empirical tests, 378 
fraud, 925-926 
incompleteness, 919-921 
moral hazard, 925-926 
needs, 908-918 
non-exclusivity, 923-925 
possibilities, 903-908 
unobservable savings, 923-925 

Linear transaction costs, 101-109 
deterministic indemnity schedule, 102-104 
optimal deductible, 106-109 

L10yds associations, 695-696 
Longitudinal data, 472--481 
Loss reduction 

insurance demand, 138-140 
moral hazard, 165-167 
non-expected utility, 68-70 

Low-risk, 190 

Macroeconomic approach, 832-842 
Managerial compensation, 506-507 
Marginal changes in risk, 123 
Market structure, 18-20 

distribution system, 699-701 
retention capacity, 755-757 

Mathematical programming method, 782-786 
Mean preserving increases in risk, 122-124 
Mean preserving spread, 122-124 
Microeconomic approach, 842-864 
Mitigation, 596-604, 606-609, 613-616 
Mixed strategy, 222 
Monopoly, 190--202 
Monopoly insurer, 190--202 
Moral hazard, 13-15, 155-183 

adverse selection, 225-228 
distinguished, 372-373 
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Moral hazard (Continued) 
basic problem, 157-162 
contract efficiency, 157-162 
corporate risk management, 515-519 
dynamics, 175-177 
effort decision, 157-162 
empirical tests, 371-373, 402-404 
first-order approach, 180-181 
general distribution of losses, 167-171 
liability insurance, 283-287 
life insurance, 925-926 
loss reduction, 165-167 
multidimensional care, 172-175 
natural risk, 601-604 
optimal risk sharing, 157-165 
principal-agent model, 180-181 
renegotiation, 171-172 
repeated, 175-177 
risk classification, 272-273 
self-protection, 162-165 
single-period contract, 157-171 
uncertain losses, 162-165 

Morale cost, of fraud, 343-348 
Mossin, insurance economics of, 7 
Multi-period contracts, 194-202 

adverse selection, 194-202, 213-233 
moral hazard, 175-177 
risk classification, 272 

Multilateral risk sharing, Pareto-efficient, 65-68 
Mutual companies, 693-694 

Nash equilibrium, 206--207 
Natural risk 

building codes, 604--606 
insolvency, 595-596 
mitigation, 596-604, 613-616 
mitigation incentive, 606--609 
moral hazard, 601-604 
safety first model, 612-613 

Nature of claims, 430-431, 443-448 
Negligence, liability insurance and, 281-282 
No commitment, 201-202, 216-223 
Non-expected utility, 37-115 

classical insurance 
design, 98-115 
paradigm, 37-96 

demand for insurance, 52-62 
generalized expected utility analysis, 39-51 
pareto-efficient insurance contracts, 62-68 
preferences, 39-51 

algebraic analysis of, 47-51 

graphical depictions of, 40-47 
insurance as source of, 79-82 

transaction costs, 101-111 
Nonlinear transaction costs, 109-111 

design, indemnity schedule, 110-111 
overinsurance, 109-110 
stochastic indemnity schedule, 109 

Optimal insurance 
linear transaction costs, 101-109 
moral hazard, 155-183 
nonlinear transaction costs, 109-111 
risk aversion of the insurer, 112-113 

Optimal insurance contracts 
liability insurance, 279-287 
moral hazard, 155-183 

Optimal risk sharing 
moral hazard, 157-165 
non-expected utility, 62-68 

Option pricing models, 633-644 
Organizational forms 

alternative forms, 690-696 
board composition, 699 
corporate policy choices, 697-704 
distribution system, 699-70 I 
efficiency, 704-705 
executive compensation, 698-699 
insurance contracts, 703-704 
Lloyds associations, 695-696 
managerial discretion, 696-697 
mutual companies, 693-694 
reciprocal associations, 694--695 
risk taking, 702 
stock companies, 691-693 

Pareto-efficient bilateral insurance contracts, 62-
65 
Partial insurance, 100-10 I, 111-113 

insurer, risk aversion of, 112-113 
observation, errors in, III 
on optimality of, 100-101 

Pensions 
contribution pension plans, 881-886 
market for pensions, 886-890 
performance of, 890-894 
public and private systems, 876 
regulatory environment, 889-890 
risk in retirement, 877-881 

Perfect markets model, 659-662 
Poisson models, 485-489, 493-496 
Pooling equilibrium, 207 
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Portfolio decision, 117-130 
Portfolio theory, 20-23 
Prevention, 8-12 

insurance demand, 138-140 
moral hazard, 162-165 
non-expected utility, 68-70 

Price competition, 217 
Price cutting, 679-680 
Principal-agent 

adverse selection, 190-202 
moral hazard, 180-181 
principal more informed, 235-237 

Private and social insurance 
division of labor, 935-949 
efficient asset allocation, 955-958 
improved division of labor, 960-964 

Private information, 578-585 
Productivity, 770-788, 843-859 

methodologies for estimating, 777-788 
Property damage, social costs arising from, 606 
Property-liability insurance, 621-652, 712-715 
Protection, 8-12 

insurance demand, 138-140 
moral hazard, 162-165 
non-expected utility, 68-70 

Prudence, 123 

Random auditing, costly state verification and, 
336-343 
Reciprocal association, 694-695 
Regulation of distribution systems, 737-743 

conduct, 740-743 
entry, 738-740 

Repeated adverse selection, 194-202, 213-233 
Repeated moral hazard, 17 5-177 
Resale price maintenance, 734-737 
Retention capacity 

comparative advantage, 757-759 
consolidated model, 759-761 
developing countries, 749-764 
market structure, 755-757 

Riley reactive equilibrium, 205 
Risk aversion, 100 

adverse selection, 234-235 
concepts of, 100 
insurance demand, 137-138 
of the insurer, 112-113 
risk classification, 273 

Risk aversion theory, 49 
Risk categorization, 233-234, 245-276 
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Risk classification, 245-276 
absence of hidden information, 246-249 

heterogeneous agents, 247-249 
homogeneous agent, 246-247 

competitive equilibrium, 271-272 
competitive market equilibrium, 270-273 

moral hazard, 272-273 
multiple periods, 272 
risk preferences, 273 

information gathering, 260-270 
information gathering incentives, 260-270 

hidden knowledge 

additional, 264-268 
initial acquisition, 261-264 

public information, 268-270 
symmetric information, 260-261 

moral hazard, 272-273 
multiple periods, 272 
presence of hidden information, 249-260 

consumption choices, 255-257 
immutable characteristics, 252-255 
Nash equilibrium, 257-259 

risk preferences, 273 
Risk in retirement, 877-881 
Risk management, 503-538 
Risk-specific transaction cost, as reason for 
mandatory insurance coverage, 939-941 
Risk status choice, 228-233 
Risky debt, 623--625 
Rothschild-Stiglitz equilibrium 

empirical tests, 379-383, 399-402 
existence, 204-210 

Safety-first model, 612--{)13 
Savings, 923-925 
Score-based inference, 485-489 
Screening mechanism, 205 
Screening model, 205 
Second order stochastic dominance, 120-121 
Self-insurance 

insurance demand, 138-140 
non-expected utility, 68-70 
versus self-protection, 68-70 

Self-protection 
insurance demand, 138-140 
moral hazard, 162-165 
non-expected utility, 68-70 

Self-selection, 208 
Separating equilibrium, 202-210 
Signaling model, 205 
Single crossing property, 193 
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Single-period contracts, 192-194 
adverse selection, 192-194,202-213 
moral hazard, 157-171 

Single-person households, increase of, division of 
labor and, 950-951 
Social insurance programs, 448-449,933-964 

division of labor, 935-949 
efficient asset allocation, 955-958 
improved division of labor, 960-964 

State falsification 
costly, 331-336 
fraud, 331-336 

State verification 
costly 

deterministic auditing, 317-324 
insurance fraud, 317-331 
manipulation of audit costs, 324--331 
random auditing, 336-343 

fraud, 336-343 
Stock companies, 691-693 
Strict liability, liability insurance and, 281-282 
Symmetric incomplete information, 235 

Tariff structure, 462-463 
Tax asymmetry, 506, 557-560 
Technical efficiency, 532-536 
Tort liability, 277 

liability insurance and, 301-306 
Tort reform, effects of, 306 
Total factor productivity, 774--777, 786-788, 818 
Transaction costs, 101-111 

Uberrima Fides, 237 
Uncertain losses, 162-165 
Underwriting cycle, 296 

autoregressive process, 666-669 
capital shocks models, 669-679 

liability insurance, 296 
perfect markets model, 659-662 
price cutting, 679-680 
regulatory influences, 680-682 
variation in underwriting results, 662-669 

Underwriting results, 662-669 
Undiversifiable risk, 291-293 
Unemployment insurance, 430 
Unethical agent behavior, 732-733 

Verification 
state, costly 

deterministic auditing, 317-324 
fraud, 317-331, 336-343 
manipulation of audit costs, 324--331 
random auditing, 336-343 

Volatility, 657-682 

Wage rates, 431-432, 449-451 
Wages, workers' compensation, 449-451 
Wilson equilibrium, 210-213 
Wilson-Miyazaki-Spence equilibrium, 210-213 
Workers' compensation insurance, 421-458 

economic rational, 423-432 
effects on duration of claims, 439-443 
effects on frequency of claims, 429-430, 
432-439 
effects on labor productivity, 451-452 
effects on nature of claims, 430-431, 443-
448 
effects on wage rates, 431-432, 449-451 
empirical tests, 405-407, 432-452 
information problems, 425-429 
labor productivity effects, 451-452 
social insurance programs, 448-449 
theoretical effects, 429-432 
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